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PHASE SEPARATION OF n-DIMENSIONAL ∞-HARMONIC

MAPPINGS

HUSSIEN ABUGIRDA

Abstract. Among other interesting results, in a recent paper [15], Katzourakis

analysed the phenomenon of separation of the solutions u :R2 ⊇ Ω −→ RN , to
the ∞-Laplace system

∆∞u :=
(

Du⊗Du + |Du|2[[Du]]⊥ ⊗ I
)

: D2u = 0,

to phases with qualitatively different behavior in the case of n = 2 ≤ N . The
solutions of the ∞-Laplace system are called the ∞-Harmonic mappings. In

this paper we discuss an extension of Katzourakis’ result mentioned above
to higher dimensions by studying the phase separation of n-dimensional ∞-

Harmonic mappings in the case N ≥ n ≥ 2.

1. Introduction

In this paper we study the phase separation of n-dimensional∞-Harmonic map-
pings u :Rn ⊇ Ω −→ RN by which we mean the classical solutions to the∞-Laplace
system

(1.1) ∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥ ⊗ I
)

: D2u = 0, on Ω,

where n,N are integers such that N ≥ n ≥ 2 and Ω an open subset of Rn. Here, for
the map u with components (u1, ..., uN )> the notation Du symbolises the gradient
matrix

(1.2) Du(x) =
(
Diuα(x)

)α=1...N

i=1...n
∈ RN×n , Di ≡ ∂/∂xi,

and for any X ∈ RN×n, [[X]]⊥ denotes the orthogonal projection on the orthogonal
complement of the range of linear map X : Rn −→ RN :

(1.3) [[X]]⊥ := ProjR(X)⊥ .

In index form, the system (1.1) reads

N∑
β=1

n∑
i,j=1

(
Diuα Djuβ + |Du|2[[Du]]⊥αβ δij

)
D2
ijuβ = 0, α = 1, ..., N.

Our general notation will be either self-explanatory, or otherwise standard as
e.g. in [9, 10, 28]. Throughout this paper we reserve n,N ∈ N for the dimensions
of Euclidean spaces and SN−1 denotes the unit sphere of RN .

2010 Mathematics Subject Classification. 49N99; 49N60; 35B06; 35B65; 35D99.
Key words and phrases. ∞-Laplace system, ∞-Harmonic mappings, Calculus of Variations in

L∞, Rigidity, Gradient flows.

1
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Speaking about the system (1.1), we would like to mention that the system (1.1)
is called the“∞-Laplacian” and it arises as a sort of Euler-Lagrange PDE of vectorial
variational problems in L∞ for the supremal functional

(1.4) E∞(u,O) := ‖H(Du)‖L∞(O), u ∈W 1,∞
loc (Ω,RN ), O b Ω,

when the Hamiltonian (the non-negative function H ∈ C2
(
RN×n

)
) is chosen to

be H(Du) = 1
2

∣∣Du∣∣2, with
∣∣.∣∣ is the Euclidean norm on the space RN×n. the

∞-Laplacian is a special case of the system

(1.5) ∆∞u :=
(
HP ⊗HP +H[[HP ]]⊥HPP

)
(Du) : D2u = 0,

which was first formally derived by Katzourakis [11] as the limit of the Euler-
Lagrange equations of the integral functionals Em(u,Ω) :=

∫
Ω

(H(Du))p as p −→
∞.

Eventhough the theory of weak solutions has witnessed a significant development
so far, particularly the new theory of “D-solutions” introduced by Katzourakis
[20], which applies to nonlinear PDE systems of any order and allows for merely
measurable maps to be rigorously interpreted and studied as solutions of PDE
systems fully nonlinear and with discontinuous coefficients, yet the structure of weak
solutions are complicated to understand. In this paper, we restrict our attention to
classical solutions which might be helpful to imagine and understand the behavior
and the structure of the weak solutions.

For the ∞-Laplace system (1.1) the orthogonal projection on the orthogonal
complement of the range, [[Du]]⊥, coincides with the projection on the geometric
normal space of the image of the solution.

It is worth noting that ∞-Harmonic maps are affine when n = 1 since in this
case the system (1.1) simplifies to

(1.6) ∆∞u =
(
u′ ⊗ u′

)
u′′ + |u′|2

(
I − u′ ⊗ u′

|u′|2
)
u′′ = |u′|2u′′,

and hence no interesting phenomena arise when n = 1.
For the case N = 1, the system (1.1) reduced to the single ∞-Laplacian PDE

(1.7) ∆∞u :=
(

Du⊗Du
)

: D2u = 0,

since the normal coefficient |Du|2[[Du]]⊥ vanishes identically. This also happen when
u is submersion. The single ∞-Laplacian PDE (1.7), and the related scalar L∞-
variational problems, started being studied in the ’60s by Aronsson in [4, 5]. Today
it is being studied in the context of Viscosity Solutions (see for example Crandall
[3], Barron-Evans-Jensen [7] and Katzourakis [16]).

The vectorial case N ≥ 2 first arose in the early 2010s in the work of Katzourakis
[11]. Due to both the mathematical significance as well as the importance for
applications particularly in Data Assimilation, the area is developing very rapidly
(see [2], [6],[8], [12]-[15], and also [17]-[27]).

In a joint work with Katzourakis and Ayanbayev [1], among other results, we have
proved that the image u(Ω) of a solution u ∈ C2(Ω,RN ) to the nonlinear system
(1.1) satisfying that the rank of its gradient matrix is at most one, rk(Du) ≤ 1 in Ω,
is contained in a polygonal line in RN , consisting of an at most countable union of
affine straight line segments (possibly with self-intersections). Hence the component
[[Du]]⊥∆u of ∆∞ forces flatness of the image of solutions.
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Interestingly, even when the operator ∆∞ is applied to C∞ maps, which may
even be solutions, (1.1) may have discontinuous coefficients. This further difficulty
of the vectorial case is not present in the scalar case. As an example consider

(1.8) u(x, y) := eix − eiy, u : R2 −→ R2.

Katzourakis has showed in [11] that even though (1.8) is a smooth solution of
the ∞-Laplacian near the origin, we still have the coefficient |Du|2[[Du]]⊥ of (1.1)
is discontinuous. This is because when the dimension of the image changes, the
projection [[Du]]⊥ “jumps”. More precisely, for (1.8) the domain splits to three
components according to the rk(Du), the “2D phase Ω2”, whereon u is essentially
2D, the“1D phase Ω1”, whereon u is essentially 1D (which is empty for (1.8))and
the “interface S” where the coefficients of ∆∞ become discontinuous.

In [12] Katzourakis constructed additional examples, which are more intricate
than (1.8), namely smooth 2D ∞ - Harmonic maps whose interfaces have triple
junctions and corners and are given by the explicit formula

(1.9) u(x, y) :=

∫ x

y

eiK(t)dt.

Indeed, for K ∈ C1(R,R) with ‖K‖L∞(R) < π
2 , (1.9) defines C2 ∞ - Harmonic

map whose phases are as shown in Figures 1(a), 1(b) below, when K qualitatively
behaves as shown in the Figures 2(a), 2(b) respectively 1. Also, on the phase Ω1 the
∞-Harmonic map (1.9) is given by a scalar ∞-Harmonic function times a constant
vector, and on the phase Ω2 it is a solution of the vectorial Eikonal equation.

Figure 1(a). Figure 1(b).

Figure 2(a). Figure 2(b).

One of the interesting results in [15] was that this phase separation is a general
phenomena for smooth 2D ∞-Harmonic maps. Therein the author proves that on
each phase the dimension of the tangent space is constant and these phases are
separated by interfaces whereon [[Du]]⊥ becomes discontinuous. Accordingly the
author established the next result:

Theorem 1.1 (Structure of 2D ∞-Harmonic maps, cf. [15]).
Let u :R2 ⊇ Ω −→ RN be an ∞-Harmonic map in C2

(
Ω,RN

)
, that is a solution

to (1.1). Let also N ≥ 2. Then, there exist disjoint open sets Ω1, Ω2 ⊆ Ω, and a
closed nowhere dense set S such that Ω = Ω1

⋃
S
⋃

Ω2 and:

1The figures 1(a), 1(b), 2(a) and 2(b) are courtesy of N. Katzourakis.
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(i) On Ω2 we have rk(Du) = 2 , and the map u : Ω2 −→ RN is an immersion
and solution of the Eikonal equation:

(1.10) |Du|2 = C2>0.

The constant C may vary on different connected components of Ω2.
(ii) On Ω1 we have rk(Du) = 1 and the map u : Ω1 −→ RN is given by an

essentially scalar ∞-Harmonic function f :Ω1 −→ R:

(1.11) u = a+ ξf, ∆∞f = 0, a ∈ RN , ξ ∈ SN−1.

The vectors a, ξ may vary on different connected components of Ω1.
(iii) On S, |Du|2 is constant and also rk(Du) = 1. Moreover if S = ∂Ω1 ∩ ∂Ω2

(that is if both the 1D and 2D phases coexist) then u :S −→ RN is given by
an essentially scalar solution of the Eikonal equation:

(1.12) u = a+ ξf, |Df |2 = C2>0, a ∈ RN , ξ ∈ SN−1.

The main result of this paper is to generalise these results to higher dimension
N ≥ n ≥ 2. The principle result in this paper in the following extension of theorem
1.1:

Theorem 1.2 ( Phase separation of n-dimensional ∞-Harmonic mappings).
Let Ω ⊆ Rn be a bounded open set, and let u : Ω −→ RN , N ≥ n ≥ 2, be an ∞

-Harmonic map in C2
(
Ω,RN

)
, that is a solution to the ∞-Laplace system (1.1).

Then, there exist disjoint open sets
(
Ωr
)n
r=1
⊆ Ω, and a closed nowhere dense set

S such that Ω = S
⋃( n⋃

i=1

Ωi

)
such that:

(i) On Ωn we have rk(Du) ≡ n and the map u :Ωn −→ RN is an immersion and
solution of the Eikonal equation:

(1.13) |Du|2 = C2>0.

The constant C may vary on different connected components of Ωn.
(ii) On Ωr we have rk(Du) ≡ r, where r is integer in {2, 3, 4, ..., (n − 1)}, and
|Du(γ(t))| is constant along trajectories of the parametric gradient flow of
u(γ(t, x, ξ))

(1.14)

{
γ̇(t, x, ξ) = ξ>Du

(
γ(t, x, ξ)

)
, t ∈ (−ε, 0)

⋃
(0, ε),

γ(0, x, ξ) = x,

where ξ ∈ SN−1, and ξ /∈ N
(
Du
(
γ(t, x, ξ)

)>)
.

(iii) On Ω1 we have rk(Du) ≤ 1 and the map u : Ω1 −→ RN is given by an
essentially scalar ∞-Harmonic function f :Ω1 −→ R:

(1.15) u = a+ ξf, ∆∞f = 0, a ∈ RN , ξ ∈ SN−1.

The vectors a, ξ may vary on different connected components of Ω1.
(iv) On S, when S ⊇ ∂Ωp ∩ ∂Ωq = φ for all p and q such that 2 ≤ p < q ≤ n− 1,

then we have that |Du|2 is constant and also rk(Du) ≡ 1. Moreover on

∂Ω1 ∩ ∂Ωn ⊆ S,
(when both 1D and nD phases coexist), we have that u :S −→ RN is given by
an essentially scalar solution of the Eikonal equation:

(1.16) u = a+ ξf, |Df |2 = C2>0, a ∈ RN , ξ ∈ SN−1.
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On the other hand, if there exist some r and q such that 2 ≤ r < q ≤ n − 1,
then on S ⊇ ∂Ωr ∩ ∂Ωq 6= φ (when both rD and qD phases coexist), we have
that rk(Du) ≡ r and we have same result as in (ii) above.

2. Preliminaries

For the convenience of the reader, in this section we recall without proof a
theorem of rigidity of rank-one maps, proved in [15], which will be used in the
proof of the main result of this paper in section 3. We also recall the proposition
of Gradient flows for tangentially ∞-Harmonic maps which introduced in [11] and
its improved modification lemma in [14].

Theorem 2.1 (Rigidity of Rank-One maps, cf. [15]).
Suppose Ω ⊆ Rn is open and contractible and u : Ω −→ RN is in C2

(
Ω,RN

)
.

Then the following are equivalent:

(i) u is a Rank-One map, that is rk(Du) ≤ 1 on Ω or equivalently there ex-
ist maps ξ : Ω −→ RN and w : Ω −→ Rn with w ∈ C1(Ω,Rn) and ξ ∈
C1
(
Ω \ {w = 0},RN

)
such that Du = ξ ⊗ w.

(ii) There exist f ∈ C2(Ω,R), a partition
{
Bi
}
i∈N og Ω to Borel sets where each

Bi equals a connected open set with a boundary portion and Lipschitz curves{
Vi
}
i∈N ⊆ W 1,∞

loc (Ω)N such that on each Bi u equals the composition of Vi
with f :

(2.1) u = Vi ◦ f , onBi ⊆ Ω.

Moreover, |V̇i| ≡ 1 on f(Bi), V̇i ≡ 0 on R \ f(Bi) and there exist V̈i on
f(Bi), interpreted as 1-sided on ∂f(Bi), if any. Also,

(2.2) Du = (Vi ◦ f)⊗Df , onBi ⊆ Ω,

and the image u(Ω) is an 1-rectifiable subset of RN :

(2.3) u(Ω) =

∞⋃
i=1

Vi(f(Bi)) ⊆ RN .

Proposition 2.2 (Gradient flows for tangentially ∞-Harmonic maps, cf. [11]).

Let u ∈ C2
(
Rn,RN

)
. Then, DuD

(
1
2 |Du|

2
)

= 0 on Ω b Rn if and only if the

flow map γ :R× Ξ −→ Ω with Ξ := {(x, ξ) | ξ>Du(x) 6= 0} ⊆ Ω× SN−1 of

(2.4)

{
γ̇(t, x, ξ) = ξ>Du

(
γ(t, x, ξ)

)
,

γ(0, x, ξ) = x,

satisfies along trajectories

(2.5)

{ ∣∣Du(γ(t, x, ξ)
)∣∣ =

∣∣Du(γ(x)
)∣∣, t ∈ R

t 7−→ ξ>u
(
γ(t, x, ξ)

)
is increasing.

The following lemma is improved modification of proposition 2.2



6 HUSSIEN ABUGIRDA

Lemma 2.3 (cf. [14]).
Let u :Rn ⊇ Ω −→ RN be in u ∈ C2

(
Ω,RN

)
. Consider the gradient flow

(2.6)

 γ̇(t, x, ξ) =
(
|Du|2
|ξ>Du|2 ξ

>Du
)(
γ(t, x, ξ)

)
, t 6= 0

γ(0, x, ξ) = x,

for x ∈ Ω, ξ ∈ SN−1 \ [[Du]]⊥. Then, we have the differential identities

(2.7)
d

dt

(1

2
|Du

(
γ(t, x, ξ)

)
|2
)

=
( |Du|2
|ξ>Du|2

ξ>Du⊗Du : D2u
)(
γ(t, x, ξ)

)
,

(2.8)
d

dt

(
ξ>Du

(
γ(t, x, ξ)

))
= |Du

(
γ(t, x, ξ)

)
|2,

which imply Du ⊗ Du : D2u = 0 on Ω if and only if |Du
(
γ(t, x, ξ)

)
| is constant

along trajectories γ and t 7−→ ξ>u
(
γ(t, x, ξ)

)
is affine.

3. Proof of the main result

In this section we present the proof of the main result of this paper, theorem 1.2.

Proof of Theorem 1.2.
Let u ∈ C2

(
Ω,RN

)
be a solution to the ∞-Laplace system (1.1). Note that the

PDE system can be decoupled to the following systems

(3.1) DuD
(1

2
|Du|2

)
= 0,

(3.2) |Du|2[[Du]]⊥∆u = 0.

Set Ω1 := int{rk(Du) ≤ 1}, Ωr := int{rk(Du) ≡ r} and Ωn := {rk(Du) ≡ n}.
Then:

On Ωn we have rk(Du) = dim(Ωn ⊆ Rn) = n. Since N ≥ n and hence the map
u : Ωn −→ RN is an immersion (because its derivative has constant rank equal to
the dimension of the domain, the arguments in the case of rk(Du) ≡ n follows the
same lines as in [15, theorem 1.1] but we provide them for the sake of completeness).
This means that Du is injective. Thus, Du(x) possesses a left inverse (Du(x))−1

for all x ∈ Ωn. Therefore, the system (3.1) implies

(3.3) (Du)−1DuD
(1

2
|Du|2

)
= 0,

and hence D
(

1
2 |Du|

2
)

= 0 on Ωn, or equivalently

(3.4) |Du|2 = C2,

on each connected component of Ωn. Moreover, (3.4) holds on the common bound-
ary of Ωn with any other component of the partition.

On Ωr we have rk(Du) ≡ r, where r is integer in {2, 3, 4, ..., (n− 1)}. Consider
the gradient flow (2.6). Giving that (3.1) holds, then by the proposition of Gradient
flows for tangentially∞-Harmonic maps and its improved modification lemma which
we recalled in the preliminaries, we must have that |Du

(
γ(t, x, ξ)

)
| is constant along

trajectories γ and t 7−→ ξ>u
(
γ(t, x, ξ)

)
is affine. Moreover, if there exist some r

and q such that 2 ≤ r < q ≤ n − 1, and ∂Ωr ∩ ∂Ωq 6= φ. Then a similar thing
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happen on ∂Ωr ∩ ∂Ωq ⊆ S (when both rD and qD phases coexist), because in this
case we also have that rk(Du) ≡ r and we have same result as above.

The proof of the remaining claims of the theorem is very similar to [15, theorem
1.1], which we give below for the sake of completeness:

On Ω1 := int{rk(Du) ≤ 1} we have rk(Du) ≤ 1. Hence there exist vector
fields ξ :Rn ⊇ Ω1 −→ RN and w :Rn ⊇ Ω1 −→ Rn such that Du = ξ⊗w. Suppose
first that Ω1 is contractible. Then, by the Rigidity Theorem 2.1, there exist a
function f ∈ C2(Ω1,R), a partition of Ω1 to Borel sets

{
Bi
}
i∈N and Lipschitz

curves
{
Vi
}
i∈N ⊆ W 1,∞

loc (Ω)N with |V̇i| ≡ 1 on f(Bi), |V̇i| ≡ 0 on R\ f(Bi)

twice differentiable on f(Bi), such that u = Vi ◦ f on each Bi ⊆ Ω and hence
Du = (Vi ◦ f)⊗Df . By (3.1) , we obtain((

V̇i ◦ f
)
⊗Df

)
⊗
((
V̇i ◦ f

)
⊗Df

)
:

:
[(
V̈i ◦ f

)
⊗Df ⊗Df +

(
V̇i ◦ f

)
⊗D2f

]
= 0,

(3.5)

on Bi ⊆ Ω1. Since |V̇i| ≡ 1 on f(Bi), we have that V̈i is normal to V̇i and hence

(3.6)
((
V̇i ◦ f

)
⊗Df

)
⊗
((
V̇i ◦ f

)
⊗Df

)
:
((
V̇i ◦ f

)
⊗D2f

)
= 0,

on Bi ⊆ Ω1. Hence, by using again that |V̇i|2 ≡ 1 on f(Bi) we get

(3.7)
(

Df ⊗Df : D2f
)(
V̇i ◦ f

)
= 0,

on Bi ⊆ Ω1. Thus, ∆∞f = 0 on Bi. By (3.2) and again since |V̇i|2 ≡ 1 on f(Bi),

we have [[Du]]⊥ = [[V̇i ◦ f ]]⊥ and hence

(3.8) |Df |2[[V̇i ◦ f ]]⊥Div
((
V̇i ◦ f

)
⊗Df

)
= 0,

on Bi ⊆ Ω1. Hence,

(3.9) |Df |2[[V̇i ◦ f ]]⊥
((
V̈i ◦ f

)
|Df |2 +

(
V̇i ◦ f

)
∆f
)

= 0,

on Bi, which by using once again |V̇i|2 ≡ 1 gives

(3.10) |Df |4
(
V̈i ◦ f

)
= 0,

on Bi. Since ∆∞f = 0 on Bi and Ω1 = ∪∞1 Bi, f is ∞-Harmonic on Ω1. Thus,
by Aronsson’s theorem in , either |Df |>0 or |Df | ≡ 0 on Ω1.

If the first alternative holds, then by (3.10) we have V̈i ≡ 0 on f(Bi) for all i and
hence, Vi is affine on f(Bi), that is Vi = tξi+ai for some |ξi| = 1, ai ∈ RN . Thus,
since u = Vi ◦ f and u ∈ C2

(
Ω1,RN

)
, all ξi and all ai coincide and consequently

u = ξf + a for ξ ∈ SN−1, a ∈ RN and f ∈ C2(Ω1,R).
If the second alternative holds, then f is constant on Ω1 and hence, by the

representation u = Vi◦f , u is piecewise constant on each Bi. Since u ∈ C2
(
Ω1,RN

)
and Ω1 = ∪∞i Bi, necessarily u is constant on Ω1. But then |Du|Ω2

| = |Df |S | = 0
and necessarily Ω2 = φ. Hence, |Du| ≡ 0 on Ω, that is u is affine on each of the
connected components of Ω.

If Ω1is not contractible, cover it with balls {Bm}m∈N and apply the previous

argument. Hence, on each Bm, we have u = ξmfm+am, ξm ∈ SN−1, am ∈ RN and
fm ∈ C2(Bm,R) with ∆∞f

m = 0 on Bm and hence either |Dfm| > 0 or |Dfm| ≡ 0.
Since C2

(
Ω1,RN

)
, on the other overlaps of the balls the different expressions of
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u must coincide and hence, we obtain u = ξf + a for ξ ∈ SN−1, a ∈ RN and
f ∈ C2(Ω1,R) where ξ and a may vary on different connected components of Ω1.
The theorem follows.

�
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