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Abstract

We propose a new model for the propagation of acoustic energy from a time-harmonic point source
through a network of interconnecting streets in the high frequency regime, in which the wavelength
is small compared to typical macro-lengthscales such as street widths/lengths and building heights.
Our model, which is based on geometrical acoustics (ray theory), represents the acoustic power flow
from the source along any pathway through the network as the integral of a power density over the
launch angle of a ray emanating from the source, and takes into account the key phenomena involved
in the propagation, namely energy loss by wall absorption, energy redistribution at junctions, and,
in 3D, energy loss to the atmosphere. The model predicts strongly anisotropic decay away from
the source, with the power flow decaying exponentially in the number of junctions from the source,
except along the axial directions of the network, where the decay is algebraic.
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1. Introduction

The main difficulties arising in a mathematical study of urban sound propagation are due to the
complex geometry of the propagation domain. The presence of multiple scatterers such as buildings,
vegetation, vehicles, pedestrians and street furniture, all of which have different acoustical scattering
properties, serves to create an extremely complicated sound field, an exact description of which,
either analytical or numerical, is usually impossible.

Broadly speaking, the effect of domain complexity occurs on two distinct lengthscales. On the
‘microscale’ we have the effects of wall absorption, scattering by wall inhomogeneities, and scattering
by the obstacles present in each street. On the ‘macroscale’ we may view an urban environment as
a network of streets and junctions, through which acoustic energy propagates.

The existing urban acoustics literature focuses mainly on the modelling of microscale effects, in
particular on the accurate prediction of the sound field in a single street. Even in the absence of
traffic, pedestrians, vegetation and street furniture this presents a major challenge, because of the
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absorbent and inhomogeneous nature of building facades. A number of different models have been
proposed, some based on ray theory [1, 2, 3, 4, 5], others on modal decomposition [6, 7] and others on
transport and diffusion approximations [8, 9] - for a more detailed overview see e.g. [10, 11, 12, 13].

The difficulty of the microscale problem has meant that relatively little theoretical work has been
published on the macroscale problem of propagation in environments involving multiple streets,
and this is the problem we address in this paper. Specifically, we consider the propagation of
acoustic energy from a time-harmonic point source in a network of interconnecting streets, in the
high frequency regime where the wavelength is small compared to typical macro-lengthscales such as
street lengths and widths. In order to facilitate study of the macroscale problem we adopt a rather
simple microscale model, in which building facades are assumed to be homogeneous, the scattering
effect of obstacles inside streets is neglected, and metereological effects are ignored.

Our objective is to calculate the acoustic power flow down each street in the network. Our method
is based on geometrical acoustics (ray theory), with both the interference between ray fields and
diffraction effects being neglected. We shall show how the acoustic power flow across a street
cross-section can be approximated by an integral over a ray-angle-resolved power density. A key
component in our analysis is a careful study of the redistribution of acoustic energy incident at
a typical junction between streets. This single-junction problem has been studied previously in
[14, 15], the latter work being in the context of modelling sound propagation along office corridors.
However, to the best of our knowledge the results of [14, 15] have not been extended to domains
involving more than one junction, until now.

The structure of the paper is as follows. §2 reviews the ray-theoretical model of acoustic energy
propagation that will be used. §3 applies this model to the case of a single 2D street, and shows
that, under certain assumptions, the acoustic power flow across a street cross-section far from the
source can be approximated by an integral over a ray-angle-resolved power density. §4 derives similar
integral approximations to the power flows out of the exits of a junction between two 2D streets. §5
extends the method to the calculation of power flows along pathways involving multiple junctions.
§6 concerns the calculation of the power flows through a network of interconnecting 2D streets, and
shows how the problem can be reformulated as a coupled system of partial difference equations, with
an exact solution of this system being derived in a special case. §7 demonstrates the applicability
of our 2D model to the prediction of sound propagation in a network of 3D corridors, comparing
our results to those in [15]. Finally, §8 describes the generalisation of the 2D model to a 3D urban
environment.

2. Ray theory and energy propagation

We assume that the propagation is described by a velocity potential Φ(x, t) satisfying

∂2Φ

∂t2
(x, t) = c2

0∇2Φ(x, t),

where c0 is the propagation speed, and Φ(x, t) is related to the velocity and pressure perturbations
u(x, t) and p(x, t) in the acoustic approximation by

u(x, t) = ∇Φ(x, t), ρ0
∂Φ

∂t
(x, t) + p(x, t) = 0, (1)
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(a) 3D model (b) 2D model

Figure 1: 3D and 2D models of an urban environment.

where ρ0 is the equilibrium density. For time-harmonic waves we assume that Φ(x, t) = Re[φ(x)e−iωt]
for some angular frequency ω > 0. Then, assuming a point source, φ(x) satisfies the Helmholtz
equation

(∇2 + k2)φ(x) = Aδ(x− x0), (2)

where x0 is the source location, A is its amplitude, and k = ω/c0 is the wavenumber.

In order to simplify the microscale features as much as possible, we model buildings as homogeneous
polyhedral blocks on a flat plane ground (see Figure 1(a)). We also consider the analogous 2D
problem, where buildings are modelled as polygons rather than polyhedra (see Figure 1(b)). To
begin with, the rigid (sound-hard) boundary condition

∂Φ

∂n
(x) = 0 (3)

is assumed on the walls, roofs and ground (where applicable), where n is the outward unit normal
vector. The boundary condition (3) is a reasonable first approximation given that most building
materials are very good reflectors of sound energy [16]. In reality, a small amount of energy will
be absorbed at each reflection, and later in this section we introduce a simple absorption coefficient
model to take this into account.

The exact analytical solution of (2)-(3) is impossible except in a small number of very simple
geometries. At relatively low frequencies, numerical methods (e.g. the finite element method) can
be applied to obtain approximate solutions. However, in the high frequency regime in which kL =
ωL/c0 � 1, where L is a typical distance between buildings, the highly oscillatory nature of the
wave solution φ means that a full numerical solution is usually infeasible. In this case one can apply
asymptotic methods, such as geometrical acoustics, and the geometrical theory of diffraction (see
e.g. [17, 18]), to obtain approximate solutions in which the wave field is represented as a sum of
ray fields. These methods reduce the calculation of the wave solution to the (not always trivial)
problem of determining all of the rays (incident, reflected, diffracted) between source and receiver,
and summing their respective contributions.

But for practical purposes, it is important to note that in the high frequency regime the precise
details of the wave solution are highly sensitive to changes in geometry, such as street widths or
lengths and source or receiver locations. In applications, such characteristics are usually known
only to a certain degree of accuracy, and may best be considered random variables. Hence, even if
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a numerical or asymptotic calculation of the full wave solution in one particular realisation of the
domain could be achieved, it would be of limited practical relevance [19, 20].

A more robust measure of the broad spatial variation of the sound field can be obtained by studying
the distribution of acoustic energy across the domain (cf. e.g. [1, 3, 6]) . The acoustic energy and
the associated acoustic intensity are ‘quadratic’ quantities (i.e. they involve products of two ‘small’
perturbations in the acoustic approximation), which can be averaged both temporally and spatially
to provide measures of the magnitude of the sound field that are less sensitive to perturbations in
the domain characteristics than are the full details of the wave solution. The instantaneous acoustic
energy density W and acoustic intensity I are defined by [21]

W (x, t) :=
1

2
ρ0|u(x, t)|2 +

1

2

(p(x, t))2

ρ0c2
0

, I(x, t) := p(x, t)u(x, t), (4)

and satisfy the equation of conservation of acoustic energy

∂W

∂t
= −∇ · I,

so that I describes the instantaneous acoustic energy flux at a given point in space. In the time-
harmonic case we remove the temporal oscillations by averaging (4) over one period of oscillation.
Denoting the resulting quantities by 〈W 〉(x) and 〈I〉(x), we find, using (1), that

〈W 〉(x) =
ρ0

4

(
∇φ(x) ·∇φ(x) + k2φ(x)φ(x)

)
, 〈I〉(x) =

ρ0ω

2
Im[φ(x)∇φ(x)], (5)

where the overbar denotes complex conjugation. The time-averaged acoustic energy flux (or power
flow) P across a surface S is given by the integral

P =

∫
S
〈I〉 · n dS, (6)

where n is the positively-oriented unit normal vector to S.

In the high frequency regime, (5) can be simplified further. Indeed, when φ is described by a single
ray field, 〈W 〉 and |〈I〉| are simply proportional to |φ|2, with 〈I〉 pointing in the ray direction [10,
§3.4.2]. Furthermore, the acoustic energy is proportional to 〈p2〉, the mean-square pressure, with

〈p2〉 ∼ ρ0c
2
0〈W 〉. (7)

More generally, when φ is approximated by a sum of ray fields, we will make the standard simplifying
assumption (see e.g. [1, 22, 23]) that acoustic energy and intensity can be computed by ‘incoherently’
summing the energies/intensities associated with each of the individual ray fields. That is, we neglect
interference between ray fields. We remark that, under this assumption, the same relationship (7)
between the acoustic energy and the mean-square pressure holds as for a single ray field.

We refer to the resulting model as the ray model of acoustic energy propagation, or simply the
ray model for short. In a highly reverberant environment for which there is some uncertainty in
domain characteristics, the validity of the ray model can be justified by assuming that the phases
of each of the ray fields are independent random variables, so that the expected contribution of
interference terms is zero in the ensemble average. This reasoning has similarities to the method
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of ‘Statistical Energy Analysis’ (SEA), a technique used to predict the distribution of vibrational
energy in complex mechanical structures (see e.g. [20, 24]). Even in the fully deterministic case, it
is sometimes possible to justify the neglect of interference effects by performing some sort of spatial
averaging over either the source or receiver location, provided that the averaging region is chosen
so that the interference terms oscillate sufficiently to average to zero in the high frequency limit. In
[10, §3.5] this statement is verified in the case of a single 2D street, with the averaging region chosen
to be a street cross-section. To be precise, in [10] the acoustic power flow down the street is studied,
and it is shown that the prediction of the ray model does indeed approximate the exact power flow
in the high frequency limit, provided that the source is not too close to either of the street walls
and that resonance effects are dealt with appropriately.

The boundary condition (3) assumes that the street walls are perfectly reflecting, and leads to the
familiar specular ray reflection law “angle of incidence equals angle of reflection”. In practice, some
energy incident on the walls is absorbed, and the simplest way of including this in the ray model (cf.
[1, 4]) is to introduce an absorption coefficient α ∈ [0, 1], such that the magnitude I of the intensity
along a ray undergoing a reflection at the boundary is attenuated according to the rule

Ireflected = (1− α) Iincident.

As a first approximation, we take α to be independent of the angle of incidence/reflection. The
relationship between this simple ray-based absorption model and full wave-based models such as
impedance boundary conditions is rather subtle (see e.g. [25, 26, 27, 28]), and will not be discussed
here. However, we remark that the form of the integral approximations derived in this paper would
make generalisation to angle-dependent absorption coefficients a possibility for future work.

Experimental studies have shown that the absorption coefficient of a material depends weakly on
the wavelength of the incident wave [16, Chapter 57]. Most common building materials are very
good reflectors of sound, with the value of α at normal incidence and in the high frequency range
typically lying in the range 0 < α < 0.1. For example, α = 0.04 for an unpainted brick wall and
α = 0.02 for a painted brick wall at 1KHz [16, p. 708]. In practice, the absorption coefficient may
vary along the street depending on the nature of the building facades, but for simplicity we assume
that the effects of wall absorption can be represented by an effective absorption coefficient that is a
known characteristic of each street.

3. A single 2D street

We consider first the case of a single 2D street bounded by infinite parallel rigid walls. After
nondimensionalising lengths relative to the street width, we may assume that the walls are at y = 0
and y = 1, with the source located at the point (0, y0), 0 < y0 < 1. Then φ satisfies

(∇2 + k2)φ(x, y) = Aδ(x)δ(y − y0), −∞ < x <∞, 0 < y < 1, (8)

∂φ

∂y
(x, y) = 0, y = 0, 1, (9)

where k is the nondimensional wavenumber, along with the requirement that φ should represent
waves which propagate outward at x = ±∞. An exact representation of the solution can be
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 (0,yn)

µn  (x,y)

Figure 2: Association between image sources and rays in a single 2D street.

constructed by the method of images. Introducing an infinite array of image sources at the points
(0, yn), n ∈ Z \ {0}, where

yn =

{
n+ y0, n even, n 6= 0,

n+ (1− y0), n odd,
(10)

a formal solution of (8) satisfying the boundary conditions (9) can be obtained by setting

φ(x, y) =
∑
n∈Z

φn(x, y), (11)

where φn(x, y) is the free space velocity potential associated with each of the image sources,

φn(x, y) = −A i

4
H

(1)
0 (k

√
x2 + (y − yn)2).

The sum (11) is convergent whenever k 6∈ πN, i.e. away from resonance.

The geometrical acoustics approximation is an infinite sum of ray fields, each being the far-field ap-
proximation of the Hankel function associated with one of the image sources. As Figure 2 illustrates,
the contribution of each image source (0, yn) can be associated with exactly one ray emanating from
the physical source, with launch angle θn given by

θn(x, y) =

{
sgn(n)(−1)n arctan

(yn−y
x

)
, n 6= 0,

− arctan
(y0−y

x

)
, n = 0.

According to the ray model, the acoustic power flow P across a street cross-section at distance
x from the source is equal to the incoherent sum of the free space power flows across the street
cross-section from each of the image sources. As a fraction of the total free space power output of
the source (we shall adopt this normalisation for the remainder of the paper), the power flow from
the nth image source is equal to 1/(2π) times the angular width Θn = Θn(x, y0) of the tube of rays
from the image source that intersect the street cross-section at x (see Figure 3(a)), and

P (x) =
1

2π

∑
n∈Z

(1− α)|n|Θn. (12)
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Figure 3: The geometrical interpretation of Θn and Θ̃n in a single 2D street.

It is convenient to rewrite (12) as

P (x) =
1

2π

∑
n∈Z

(1− α)|n|Θ̃n, (13)

where

Θ̃n =

{
Θ−n, n even,

Θn, n odd.
(14)

Explicitly, Θ̃n = θ̃+
n − θ̃−n , where

θ̃+
n = arctan

n+ 1− y0

x
, θ̃−n = arctan

n− y0

x
. (15)

Geometrically, the transformation of (12) into (13) corresponds to moving all the image sources (and
their respective ray tubes) to the point (0, y0) and considering the total power flow from a single
source located at that point across an infinite array of image street cross-sections (i.e. across the
line {x}× (−∞,∞)). After reflecting the ray tubes corresponding to the odd-indexed image sources
in the line y = y0 we obtain the picture in Figure 3(b). This image street construction will prove
useful in subsequent calculations.

Noting that θ̃+
n = θ̃−n+1, we see that, in the special case α = 0 (perfectly reflecting walls), (13) is a

telescoping sum which collapses to give

P =
1

2π
(arctan (∞)− arctan (−∞)) =

1

2
. (16)

Note that (16) is independent of the distance x down the street, and that (as we would expect) the
combined contribution from all the image sources is simply the total free space power output in the
positive x-direction of a source at the point (0, y0).

3.1. Asymptotic behaviour far from the source

When α 6= 0, the power flow down the street is no longer independent of x. The asymptotic
behaviour of (13) when the receiver is far from the source (x � 1) depends on the size of the
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absorption coefficient. When α � 1/x, the main contribution to the sum comes from near n = 0,
and [10, §3.5.2]

P (x) ∼ 2− α
2παx

(
1 +

1

x2

(
y0(1− y0)− 1

3
− 2(1− α)

α2

)
+O

(
1

x4

))
, x→∞, α� 1/x. (17)

To deal with the case α = O (1/x), we first use the identity

arctan z1 ± arctan z2 = arctan
z1 ± z2

1∓ z1z2
(18)

to deduce that

Θ̃n = arctan
1

x+ (n+1−y0)(n−y0)
x

∼ 1

x+ n2

x

(
1 +O

(
1

x

))
, x→∞, (19)

uniformly for all n. Inserting (19) into (13) then gives

P (x) ∼ 1

2π

(
−1

x
+

2

x

∞∑
n=0

(1− α)n
1

1 + n2

x2

)
, x→∞, (20)

and, replacing the sum in (20) by an integral, we find that

P (x) ∼ 1

π

∫ ∞
0

(1− α)xt

1 + t2
dt+O

(
1

x

)
, x→∞, α = O(1/x). (21)

In fact, (21) is valid not just for α = O(1/x), but for all α� 1. Indeed, when 1/x� α� 1 (21) is
a Laplace-type integral with leading order behaviour

1

π

∫ ∞
0

(1− α)xt

1 + t2
dt ∼ 1

παx
,

which clearly agrees with the leading order term in (17) when 1/x � α � 1. Since in applications
the absorption coefficient can usually be considered a small parameter (cf. §2), we focus exclusively
on the regime α� 1 from now on.

3.2. Interpretation in terms of ray angles

The integral approximation (21) can be written in a number of ways - for example, in terms of
exponential integrals. A particularly useful representation is obtained via the change of variable
t = tan θ, which gives

P (x) ∼ 1

π

∫ π/2

0
(1− α)x tan θ dθ, x→∞, α� 1. (22)

The integration variable θ may be identified with the absolute value of the launch angle of a ray
emanating from the source (cf. Figure 2), and (22) then states that the power flow far from the
source can be computed as an integral over launch angles of a ‘power density’ propagating at each
value of θ, after attenuation by wall absorption. The exponent x tan θ in the integrand represents a
continuous approximation to the discrete number of reflections undergone by a ray of launch angle
±θ. This interpretation will offer considerable insight when we come to study the way that the
energy propagating along a street is redistributed at a junction with another street.
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Figure 4: Common junction types

4. Energy redistribution at a junction in 2D

4.1. Energy redistribution at a crossroads

We begin with the case of a right-angled crossroads, as illustrated in Figure 4(a). As in §3, we
nondimensionalise lengths so that the width of the street containing the source is equal to 1. In the
high frequency regime, the geometrical theory of diffraction represents the sound field as the sum
over all of the geometrical rays that exist between source and receiver. These rays can be put into
two categories: those rays which involve either direct propagation or one or more reflections at the
street walls, and those which involve diffraction at one or more of the sharp edges of the junction.
The field due to the latter constitutes a higher-order correction to the field due to the former, and,
as a first approximation, we propose to estimate the acoustic power flows PN , PE and PS out of
the North, East and South exits of the junction by neglecting diffraction effects and considering the
contribution of the incident and (multiply-)reflected ray fields alone.

The validity of this model is discussed in detail in [10, §3.6.1.1]; roughly speaking, we expect the
model to be valid only over propagation distances that are shorter than the Rayleigh distance
(sometimes called the Fresnel distance) kw2, where k is the dimensional wavenumber and w is a
typical street width. For example, in downtown Manhattan, New York City, measurements from
satellite photographs suggest that w lies in the range w ∈ (20m, 40m), and, at a typical frequency of
1kHz, which corresponds to a spatial wavelength of around 30cm, and a dimensional wavenumber
k ≈ 20m−1, the Rayleigh distance is approximately 18000m. This is considerably larger than the
typical street length l, which appears to lie in the range l ∈ (100m, 200m), and the neglect of
diffraction effects is therefore justified, at least within a few blocks of the source. However, for
narrower streets, longer propagation distances or at lower frequencies, a more careful treatment of
the diffraction effects may be required (see e.g. [29, 30]).
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Figure 5: The geometrical interpretation of Θn and Θ̃n at a crossroads.

The power flow PE out of the East exit of the junction is then computed by incoherently summing
the power flows along the ray tubes reaching the exit from each of the image sources defined in (10),
so that

PE =
1

2π

∑
n∈Z

(1− α)|n|Θn, (23)

where α is the absorption coefficient of the street containing the source and Θn = Θn(l, w, y0) is the
angular width of the tube of rays from the nth image source that reach the East exit (see Figure
5(a)). Since only a finite number of image sources have a ‘line-of-sight’ to the East exit, (23) is
actually a finite sum, which can be rewritten in terms of the image street representation (see Figure
5(b)) as

PE =
1

2π

b l
w

+y0c∑
n=−b l

w
+1−y0c

(1− α)|n|Θ̃n, (24)

where Θ̃n = θ̃+
n − θ̃−n and

θ̃+
n =

{
arctan n+1−y0

l+w , 0 ≤ n ≤
⌊
l
w + y0

⌋
,

arctan n+1−y0
l , −

⌊
l
w + 1− y0

⌋
≤ n < 0,

θ̃−n =

{
arctan n−y0

l , 0 < n ≤
⌊
l
w + y0

⌋
,

arctan n−y0
l+w , −

⌊
l
w + 1− y0

⌋
≤ n ≤ 0.

(25)

We now consider the behaviour of (24) in the limit l→∞. By (18),

Θ̃n =


arctan l+w(n+1−y0)

l(l+w)+(n+1−y0)(n−y0) , −
⌊
l
w + 1− y0

⌋
≤ n ≤ −1,

arctan l+w
(l+w)2−y0(1−y0)

, n = 0,

arctan l−w(n−y0)
l(l+w)+(n+1−y0)(n−y0) , 1 ≤ n ≤

⌊
l
w + y0

⌋
,

so that, uniformly for all n,

Θ̃n ∼
1− |wnl |
l + n2

l

(
1 +O

(
1

l

))
, l→∞, w = O(1). (26)
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Inserting (26) into (24) and approximating the sum by an integral, we find that

PE ∼ 1

π

∫ 1/w

0
(1− α)lt

1− wt
1 + t2

dt+O

(
1

l

)
, l→∞, w = O(1), α = O(1/l). (27)

In fact, as before, (27) can be shown to be valid for all α� 1 (see [10, §3.6.1.2]).

Approximations to the power flows PN and PS can be obtained similarly. The ray tube summations
are now infinite, with PN being a sum solely over the image sources n ≤ 0 and PS being a sum
solely over the image sources n ≥ 0. For α � 1, both PN and PS are found to have the same
leading order asymptotic behaviour

PN ∼ PS ∼ 1

2π

(∫ 1/w

0
(1− α)ltwt dt+

∫ ∞
1/w

(1− α)lt dt

)
, l→∞, w = O(1), α� 1. (28)

We remark that although our integral approximations were derived for l→∞, good agreement with
numerical evaluations of the ray tube sums is observed even when l is not particularly large. For
example, Figure 6 shows a comparison between (24) and (27) for l = 2.

4.2. Interpretation in terms of ray angles

The approximations (27) and (28) can be rewritten by the change of variable t = tan θ as

PE ∼ 1

π

∫ π/2

0
(1− α)l tan θFC(θ;w) dθ, l→∞, w = O(1), α� 1, (29)

PN ∼ PS ∼ 1

π

∫ π/2

0
(1− α)l tan θFT (θ;w) dθ, l→∞, w = O(1), α� 1, (30)

where

FC(θ;w) := max {1− w tan θ, 0}, FT (θ;w) :=
1

2
min {w tan θ, 1}.

As in §3.2, we identify θ with the absolute value of the launch angle of a ray emanating from the
source, and interpret the integrands in (29) and (30) as θ-resolved power densities. The functions
FC(θ;w) and FT (θ;w) (which are plotted in Figure 7 for a fixed value of the side street width w)

11



Figure 7: The functions FC and FT

describe the way that the power density incident on the junction at a given value of θ is redistributed
between the exits of the junction: FC(θ;w) gives the proportion of the power density that crosses the
junction, flowing out of the East exit, and FT (θ;w) gives the proportion that ‘turns the corner’ and
flows out of each of the North and South exits. The fact that FC(θ;w) = 0 for θ > θ∗ := arctan 1/w
reflects the geometrical fact that any ray with launch angle greater than θ∗ must leave the junction
by either the North or South exit.

4.3. Probabilistic interpretation

The functions FC(θ;w) and FT (θ;w) can also be interpreted as probability densities. A ray emanat-
ing from the source with launch angle θ has, upon reaching the junction, a certain offset q ∈ (0, 1)
from the bottom wall of the main street and a certain orientation O = ±1, depending on the sign
of the angle between the ray and the horizontal. In the limit l → ∞, the rays in a narrow ray
tube of fixed width dθ around the launch angle θ have their offsets and orientations uniformly and
independently distributed over (0, 1) and {±1}, respectively, because of the effect of geometrical
spreading. It can be shown that FC(θ;w) and FT (θ;w) respectively represent the probabilities that
a ray chosen at random from the ray tube crosses the junction, or turns and exits by the North or
South exits. (29) and (30) state that the power flows out of the junction can be found by integrating
the probability densities FC(θ;w) and FT (θ;w) with respect to the ray angle θ, after multiplication
by the appropriate absorption factor.

4.4. Other junctions

The integral approximation procedure of §4.1 can be used to calculate acoustic power flows at
junctions other than crossroads. For example, in the ‘side street’ geometry of Figure 4(b), for l� 1
and α� 1 we can approximate

PE ∼ 1

π

∫ π/2

0
(1− α)l tan θFC(θ;w/2) dθ, PN ∼ 2

π

∫ π/2

0
(1− α)l tan θFT (θ;w/2) dθ.

Note that the power loss to a single side street of width w is exactly the same as the combined losses
to the two side streets at a crossroads where the ratio between the main and crossing streets is w/2.
This result is completely intuitive when one considers the geometrical correspondence between these
two junction types: reflecting the single side street in the lower wall produces a crossroads with the
same side street width w but with a main street width of 2.

Such reflection arguments can be used to predict the energy redistribution at other junction types.
For example, for the ‘T-junction’ geometry of Figure 4(c), reflection in the far-right wall produces

12



a crossroads of side street width 2w, so that

PW ∼ 1

π

∫ π/2

0
(1− α)l tan θFC(θ; 2w) dθ, PN ∼ PS ∼ 1

π

∫ π/2

0
(1− α)l tan θFT (θ; 2w) dθ,

where PW should be interpreted as the power flow back down the main street due to reflection off
the far wall. Power flows in the ‘right-angled bend’ geometry of Figure 4(d) can be treated similarly.

Asymmetric junctions such as those in Figures 4(e) and 4(f) can also be considered. Although
such geometries cannot be treated by a reflection argument, we can appeal to the probabilistic
interpretation of §4.3. We first consider the case depicted in Figure 4(e), where w2 > 1. Assuming
that the offset and orientation of a ray incident on the junction are random, uniform and independent,
the probability that a ray crosses the junction and leaves by the East exit is

F̃C(θ;w1, w2) =


1, 0 < θ < θ−∗ ,
w2+1

2 − w1 tan θ, θ−∗ < θ < θ+
∗ ,

0, θ+
∗ < θ < π/2,

(31)

where

θ−∗ = arctan
w2 − 1

2w1
, θ+

∗ = arctan
w2 + 1

2w1
.

The probability that the ray leaves by the North exit is equal to the probability that it leaves by
the South exit, namely

F̃T (θ;w1, w2) =


0, 0 < θ < θ−∗ ,
w1 tan θ

2 − w2−1
2 , θ−∗ < θ < θ+

∗ ,
1
2 , θ+

∗ < θ < π/2.

(32)

We therefore propose the approximations

PE ∼ 1

π

∫ π/2

0
(1− α)l tan θF̃C(θ;w1, w2) dθ, PN ∼ PS ∼ 1

π

∫ π/2

0
(1− α)l tan θF̃T (θ;w1, w2) dθ.

(33)

In the case of Figure 4(f), where w2 < 1, the approximations (33) still hold, but now with

F̃C(θ;w1, w2) =


w2, 0 < θ < θ−∗ ,
w2+1

2 − w1 tan θ, θ−∗ < θ < θ+
∗ ,

0, θ+
∗ < θ < π/2,

F̃T (θ;w1, w2) =


2w1 tan θ 0 < θ < θ−∗
w1 tan θ

2 − w2−1
4 θ−∗ < θ < θ+

∗
1
2 θ+

∗ < θ < π/2,

where now θ−∗ = arctan ((1− w2)/(2w1)). There is now the further possibility that rays are reflected
back down the main street towards the source. This occurs with probability

F̃B(θ;w1, w2) =


1− w2 − 2w1 tan θ, 0 < θ < θ−∗ ,

0, θ−∗ < θ < θ+
∗ ,

0, θ+
∗ < θ < π/2,
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and we then have

PW ∼ 1

π

∫ π/2

0
(1− α)l tan θF̃B(θ;w1, w2) dθ.

To end this section, we remark that this probabilistic approach could, in principle, be applied to the
study of a much more general class of junctions than those presented here. For example, it should
be possible to remove the requirement that intersecting streets meet at right angles.

5. Multiple junctions in 2D

We now show how the acoustic power flows in domains involving more than one junction can be
computed using the ray tube model.

5.1. Energy redistribution at a second junction in 2D

We begin by considering the two-junction domain illustrated in Figure 8(a). According to the ray
tube model, the power flow PE(2) out of the East exit of the second crossroads is

PE(2) =
1

2π

∑
n∈Z

(1− α)|n|Θn, (34)

where α is the absorption coefficient of the main street and Θn = Θn(l0, l1, w1, w2, y0) is the sum of
the angular widths of the ray tubes from the nth image source in (10) that are incident on the East
exit (in general there may be up to two such ray tubes).

The summation of (34) is slightly easier when we transform to the image street representation

PE(2) =
1

2π

∑
n∈Z

(1− α)|n|Θ̃n, (35)

where Θ̃, defined as in (14), is the contribution from the nth image street cross-section. To compute
Θ̃n for a given n we must determine the sum of the angular widths of the ray tubes from the source
that are incident on the nth image street cross-section. These ray tubes are found by taking the
ray tube that would be incident on the nth image street cross-section if the first junction were not
present and removing those rays which intersect any of the images of the side street entrances of
the first junction. A illustration of some of the resulting ray tubes for the geometry in Figure 8(a)
is shown in Figure 8(b). This algorithmic method of calculating Θ̃n is easily implemented on a
computer, and the sum (35) can therefore be evaluated numerically. However, a simple closed-form
analytical expression for Θ̃n equivalent to the algorithmic calculation does not seem to exist.

In the single junction case it was found that when l0 � 1 and α � 1 the ray tube sum could be
approximated by an integral over power densities propagating at each ray angle θ. We now proceed
by assuming that the same is true in the two junction case when l0, l1 � 1 and α � 1, and the
integral approximation we propose is

PEapp(2) =
1

π

∫ π/2

0
(1− α)l0 tan θFC(θ;w1)(1− α)l1 tan θFC(θ;w2) dθ. (36)
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Figure 8: Energy redistribution at a second crossroads
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Figure 9: Comparison of (35) (solid line) and (36) (dotted line), with y0 = 0.4, w1 = 0.8, α = 0.02.

Comparing (36) with (29), we note that the extra factors (1−α)l1 tan θ and FC(θ;w2) in the integrand
in (36) represent the effects of wall absorption in the second street and energy redistribution at the
second junction, respectively.

5.2. Validity of integral approximation: expected power flows

Numerical experiments do indeed validate (36) as a good approximation to (35), even for values
of l0 and l1 as small as 2, as Figure 9 demonstrates. However, the lack of a convenient analytical
expression for Θ̃n makes it difficult to determine whether (36) is truly an asymptotic approximation
to (35) in the joint limit l0, l1 � 1 with α� 1. In this section we investigate this question by means
of numerical experiments, and make a conjecture about the sense in which the approximation holds.

The accuracy of the integral approximation (36) depends in a rather complicated way on the ratio
between the street lengths l0 and l1. In Figure 10 we plot the error R = PEapp(2) − PE(2) as a
function of the ratio λ = l0/l1, for two different values of l0, and all other parameters fixed. For
both values of l0 the maximum error is about 0.005, with peaked oscillations occuring near the
points λ = 1, 1/2, 3/2, 2/3, 4/3. In fact, such oscillations can be observed on a smaller scale around
any rational value of λ, although the amplitude of the peaks seems to decrease as the denominator
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Figure 10: Plot of the error R = PE
app(2)− PE(2) as a function of λ = l0/l1, with y0 = 0.5, w1 = 1, w2 = 1, α = 0.
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and
parameter values y0 = 0.4, w1 = 0.8, w2 = 1, α = 0.

in the fractional representation of λ increases. Also, further numerical experiments suggest that
the oscillations persist even for very large l0. It would therefore seem that the convergence is not
uniform in λ.

One way to deal with such difficulties is to weaken the notion of convergence required. Suppose we
consider a local average of PE(2) in the vicinity of λ, defining

〈
PE(2)

〉
:=

1

2λ′

∫ λ+λ′

λ−λ′
PE(2)(λ̃) dλ̃, (37)

for some λ′ > 0. We might then conjecture that if λ′ is chosen appropriately, the oscillations observed
in PE(2) should average out in the limit as l0 → ∞, with the averaged behaviour being given by
PEapp(2). Numerical experiments suggest that the oscillations in R have a typical wavelength of
the order 1/l0, so we certainly need to choose λ′ � 1/l0. Figure 11 shows the average error
〈R〉 = PEapp(2) −

〈
PE(2)

〉
in the case where λ′ = 1/

√
l0, alongside the unaveraged error R. The

gradient of the solid line is found to be approximately 2, so that, in this case, it appears that
〈R〉 = O

(
1/l20

)
as l0 →∞.

We therefore conjecture that PEapp(2) ∼
〈
PE(2)

〉
as l0 → ∞, so that our integral approximation

represents an expected power flow, in the sense of (37). In assessing this interpretation we need
to remember our assumption that the street geometry may be known only to a certain degree of
accuracy.
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5.3. Further examples

The case where the absorption coefficient takes a value α0 between the source and the first junction,
and a different value α1 between the first and second junctions, can be treated by modifying (36) to

PEapp(2) =
1

π

∫ π/2

0
(1− α0)l0 tan θFC(θ;w1) (1− α1)l1 tan θFC(θ;w2) dθ. (38)

Expected values of PN (2) and PS(2) can be obtained by replacing the factor of FC(θ;w2) in (38)
by a factor of FT (θ;w2), so that

PNapp(2) = PSapp(2) =
1

π

∫ π/2

0
(1− α0)l0 tan θFC(θ;w1) (1− α1)l1 tan θFT (θ;w2) dθ.

In Figure 12(a) we consider another two-junction geometry. The integral approximations we propose
for the expected power flows out of the second junction are

PNapp(2) =
1

π

∫ π/2

0
(1− α0)l0 tan θFT (θ;w1) (1− α1)

l1
w1

tan (π/2−θ)
FC

(
π/2− θ; w2

w1

)
dθ,

(39)

PEapp(2) = PWapp(2) =
1

π

∫ π/2

0
(1− α0)l0 tan θFT (θ;w1) (1− α1)

l1
w1

tan (π/2−θ)
FT

(
π/2− θ; w2

w1

)
dθ.

(40)

The replacement of θ by π/2 − θ in the factors for the second street is necessary because of the
change of orientation from an East-West street to a North-South street after turning at the first
junction.
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5.4. More than two junctions

Integral approximations for the expected power flows in domains involving more than two junctions
can be constructed similarly. For example, consider the path shown in Figure 12(b). For generality,
the street width w0 is assumed to be of the same order of magnitude, but not the exactly equal to,
the characteristic lengthscale L used in the nondimensionalisation. We then approximate PN (3) by

PNapp(3) =
1

π

∫ π/2

0
(1− α0)

l0
w0

tan θ
FC

(
θ;
w1

w0

)
(1− α1)

l1
w0

tan θ
FT

(
θ;
w2

w0

)
× (1− α2)

l2
w2

tan (π/2−θ)
FC

(
π/2− θ; w3

w2

)
dθ.

Since FC(θ;w1/w0) vanishes for θ ≥ arctan (w0/w1), and FR(π/2 − θ;w3/w2) vanishes for θ ≤
arctan (w3/w2), we find that if w3/w2 ≥ w0/w1 then the expected power flow is zero, since the
integrand vanishes completely on the range (0, π/2).

This example illustrates a more general result. Suppose that an arbitrary path through a network
of streets crosses a junction in the East-West direction, with the ratio between the widths of the
‘side street’ and the ‘main street’ given by REW , and that this path also crosses a junction in the
North-South direction, with the ratio between the widths of the ‘side street’ and the ‘main street’
given by RNS . Then if REWRNS ≥ 1, the expected power flow along the path is zero. In particular,
in the special case where the street widths are all equal, there is no expected power flow along any
path which crosses junctions in both the East-West and North-South directions.

6. A network of streets in 2D

We now apply the ideas developed in §3-5 to estimate the power flows in an infinite rectangular
network of streets intersecting at right-angled crossroads. Indexing the crossroads by (x, y) ∈ Z×Z,
we let lSx,y, w

S
x,y, α

S
x,y and lWx,y, w

W
x,y, α

W
x,y denote the lengths, widths and absorption coefficients of the

streets to the South and West respectively of junction (x, y). We assume that the source lies in the
street between junctions (0, 0) and (1, 0), a distance d0 from the junction (1, 0).

The net power flows PNx,y, P
E
x,y, P

S
x,y and PWx,y out of a junction (x, y) are made up of contributions

from the infinitely many propagation paths that exist between the source and that junction. The
expected power flow along any particular path can be estimated by the integral approximation
method developed in §3-5, provided that the street lengths are much larger than the street widths,
and that the absorption coefficients are small. Some paths make a positive contribution to the power
flow, and others make a negative one, depending on the direction in which the energy is propagating
when it crosses the junction exit in question. Some paths make no contribution at all, as remarked
in §5.4. Classifying all of these paths and explicitly summing their respective contributions might
appear to be rather difficult, but in §6.2 we show how this can be achieved by reformulating the
problem as a coupled system of partial difference equations. Before describing this model, we first
show how an approximation to the net power flows can be obtained by considering a subset of paths
which make the largest contribution. To demonstrate this, we consider the special case of a regular
network in which lSx,y = lWx,y = l, wSx,y = wWx,y = w and αSx,y = αWx,y = α for all (x, y), where l, w and
α are constant. Furthermore we assume, without loss of generality, that x ≥ 1 and y ≥ 0, and study
the net power flow PEx,y out of the East exit of the junction (x, y).
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6.1. Paths of minimal length

Since the power flow along any path through the network decreases with each junction encountered,
a reasonable estimate of PEx,y can be obtained by considering only those paths that have minimal
length, in the sense that they encounter exactly x+y junctions. The number of such paths is equal to(
x+y−1
x−1

)
(see [10, Appendix B]). However, only a subset of these paths make a non-zero contribution

to the net power flow, since there is no propagation along any path that crosses junctions in both the
West-East and South-North directions (recall §5.4). The number Mx,y of paths of minimal length
that do contribute is [10, Appendix B]

Mx,y =

{(
x
y

)
, x ≥ y(

y−1
x−1

)
, x < y.

Each of these paths makes the same contribution to the power flow, namely

PE,path
x,y =

1

π

∫ π/2

0
β(x−d0/l) tan θ+y tan (π/2−θ)f(θ) dθ,

where β = (1− α)l/w and

f(θ) =

{
FC(θ, 1)x−yFT (θ, 1)yFT (π/2− θ, 1)y, x ≥ y,
FC(π/2− θ, 1)y−xFT (θ, 1)xFT (π/2− θ, 1)x, x < y.

Our estimate for the net power flow PEx,y is then

PEx,y = Mx,yP
E,path
x,y . (41)

Plots of (41) for two different values of β can be found in Figure 13(a)-(b). These plots suggest that
the power flow decays exponentially with increasing distance from the source, with the fastest decay
rate being along the diagonal x = y. This can be verified by direct analysis of (41), as we now show.
For ease of presentation we consider the case where α = 0 (so that β = 1). Setting N = x + y,
λ = y/N = 1− x/N and

PEλ (N) := PEx,y = PE(1−λ)N,λN ,

PE,path
λ (N) := PE,path

x,y = PE,path
(1−λ)N,λN ,

Mλ(N) := Mx,y = M(1−λ)N,λN ,

equation (41) becomes

PEλ (N) = Mλ(N)PE,path
λ (N). (42)

We now investigate the behaviour of PEλ (N) for N large and 0 ≤ λ < 1 fixed.

• When λ = 0 we have M0(N) = 1 and our estimate for PE0 (N) is

PE0 (N) =
1

π

∫ π/2

0
FC(θ; 1)N dθ =

1

π

∫ π/4

0
exp [N log (1− tan θ )] dθ, (43)
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Figure 13: (a)-(b) Contour plots of log10 P
E
x,y for two different values of β, computed by (41) (i.e. using only paths of

minimal length). (c)-(d) Corresponding plots of log10 P
E
x,y, computed by (52) (i.e. by solving the full partial difference

equation model). (e)-(f) Relative error between the two.

which is a Laplace-type integral with large parameter N . The main contribution to (43) comes
from the left endpoint θ = 0, and a local expansion around this point reveals that

PE0 (N) ∼ 1

Nπ
, N →∞, (44)

so that the decay is algebraic in the number of junctions encountered.

• Along the diagonal λ = 1/2 (with N even) there is again only one contributing path of minimal
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length (M1/2(N) = 1 for all N even) and our estimate for PE1/2(N) is

PE1/2(N) =
1

π

∫ π/2

0
FT (θ; 1)N/2 FT (π/2− θ; 1)N/2 dθ =

2

π

∫ π/4

0
exp

[
N

(
1

2
log

(
tan θ

4

))]
dθ,

where we have used the symmetry of the integrand to reduce the range of integration to
θ ∈ (0, π/4). Again, this is a Laplace-type integral, although this time the main contribution
comes from the right endpoint θ = π/4, with

PE1/2(N) ∼ 2

Nπ

(
1

2

)N
, N →∞, N even, (45)

so that the decay is exponential in the number of junctions encountered.

• In the intermediate case 0 < λ < 1/2, we first note that by Stirling’s approximation,

Mλ(N) =
((1− λ)N)!

(λN)!((1− 2λ)N)!
∼

√
(1− λ)

2πNλ(1− 2λ)

((
(1− 2λ)2

λ(1− λ)

)λ(
1− λ
1− 2λ

))N
, N →∞.

(46)

Along each of the contributing paths we have

PE,path
λ (N) =

1

π

∫ π/2

0
FT (θ; 1)λNFT (π/2− θ; 1)λNFC(θ; 1)(1−2λ)N dθ

=
1

π

∫ π/4

0
exp

[
N

(
λ log

(
tan θ

4

)
+ (1− 2λ) log (1− tan θ)

)]
dθ,

since FC(θ; 1) = 0 for θ > π/4. The main contribution now comes from the interior point
θ = arctan (λ/(1− λ)), and we find that

PE,path
λ (N) ∼ 1

π

√
2

N

√
(1− 2λ)(1− λ)λ

(1− λ)2 + λ2

((
λ(1− λ)

4(1− 2λ)2

)λ(1− 2λ

1− λ

))N
, N →∞. (47)

Combining (46) and (47), we conclude that (42) has the asymptotic behaviour

PEλ (N) ∼ 1

Nπ

(
1− λ

(1− λ)2 + λ2

)(
1

2

)2λN

, N →∞. (48)

• Finally, when 1/2 < λ < 1 a similar analysis reveals that

PEλ (N) ∼ 1

Nπ

(
λ

(1− λ)2 + λ2

)(
1

2

)2(1−λ)N

, N →∞. (49)

We therefore conclude that the power flow decays exponentially in N for all 0 < λ < 1, with the
maximum decay rate occurring along the diagonal λ = 1/2. Note that setting λ = 0 in expression
(48) returns the algebraic decay predicted by (44). However, with λ = 1/2 (and N even), both (48)
and (49) return precisely 1/2 times the prediction of (45). This is because in the cases 0 < λ < 1/2
and 1/2 < λ < 1 energy propagates only along rays with launch angles in the ranges θ ∈ (0, π/4)
and θ ∈ (π/4, π/2), respectively, whereas in the special case λ = 1/2 energy propagates along rays
of all angles θ ∈ (0, π/2). The correct behaviour for λ = 1/2 can therefore only be recovered by
considering the sum of the limiting values of (48) and (49) as λ→ 1/2 from below and above:

PE1/2(N) ∼ PE1/2−(N) + PE1/2+(N), N →∞.
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6.2. Partial difference equation model

So far we have considered only the contribution from paths of minimal length. We now generalise our
model to take into account the contribution of all the propagation paths through the network. At
each junction in the lattice we define pNx,y(θ), p

E
x,y(θ), p

S
x,y(θ), p

W
x,y(θ) to be the θ-resolved power flows

out of the junction (x, y) in the North, East, South and West directions, respectively. We can use
the energy redistribution and absorption rules suggested by the integral approximations developed
in previous sections to write down a coupled system of partial difference equations satisfied by these
quantities. For example, the power flow pNx,y(θ) out of the North exit is a sum of contributions flowing
in from the East, South and West streets, each involving an appropriate choice of the redistribution
functions FC and FT . The resulting system of partial difference equations, for the case of a general
network of streets, is

pNx,y = FC

(
π/2− θ; w

W
x,y

wS
x,y

)
(βNx,y−1)1/tpNx,y−1 + FT

(
θ;

wS
x,y

wW
x,y

) (
(βEx−1,y)

tpEx−1,y + (βWx+1,y)
tpWx+1,y

)
+ ΦN

x,y,

pEx,y = FC

(
θ;

wS
x,y

wW
x,y

)
(βEx−1,y)

tpEx−1,y + FT

(
π/2− θ; w

W
x,y

wS
x,y

) (
(βNx,y−1)1/tpNx,y−1 + (βSx,y+1)1/tpSx,y+1

)
+ ΦE

x,y,

pSx,y = FC

(
π/2− θ; w

W
x,y

wS
x,y

)
(βSx,y+1)1/tpSx,y+1 + FT

(
θ;

wS
x,y

wW
x,y

) (
(βEx−1,y)

tpEx−1,y + (βWx+1,y)
tpWx+1,y

)
+ ΦS

x,y,

pWx,y = FC

(
θ;

wS
x,y

wW
x,y

)
(βWx+1,y)

tpWx+1,y + FT

(
π/2− θ; w

W
x,y

wS
x,y

) (
(βNx,y−1)1/tpNx,y−1 + (βSx,y+1)1/tpSx,y+1

)
+ ΦW

x,y,

(50)

where t = tan θ,

βSx,y = (1− αSx,y)
lSx,y

wS
x,y , βWx,y = (1− αWx,y)

lWx,y

wW
x,y ,

βNx,y = βSx,y+1, βEx,y = βWx+1,y,

and ΦN , ΦE ΦS and ΦW are source terms to be specified according to the distribution of sources
in the network. For example, in the case where the source lies in the street between junctions (0, 0)
and (1, 0), the appropriate source functions are zero everywhere except for

ΦN
0,0 = ΦS

0,0 =
(
βW1,0

)(lW1,0−d)t
lW1,0 FT

(
θ,

wS
0,0

wW
1,0

)
, ΦW

0,0 =
(
βW1,0

)(lW1,0−d)t
lW1,0 FC

(
θ,

wS
0,0

wW
1,0

)
,

ΦN
1,0 = ΦS

1,0 =
(
βW1,0

) d

lW1,0

t

FT

(
θ,

wS
1,0

wW
1,0

)
, ΦE

1,0 =
(
βW1,0

) d

lW1,0

t

FC

(
θ,

wS
1,0

wW
1,0

)
,

(51)

where d is the distance from the source to the junction (1, 0).

6.3. Calculation of net power flows and mean-square pressures

If the system (50) can be solved for each θ ∈ (0, π/2), net power flows can be found by integrating
appropriate combinations of the solutions over θ. For example, the net power flow PEx,y out of the
East exit of the junction (x, y) is

PEx,y =

∫ π/2

0
pEx,y(θ)−

(
βWx+1,y

)t
pWx+1,y(θ) dθ. (52)
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Furthermore, knowledge of the θ-resolved power densities also allows us to calculate the average
value of the acoustic energy density over a street cross-section. For example, the average energy
density over the cross-section halfway between junctions (x, y) and (x+ 1, y) is proportional to

WE
x,y =

1

wWx+1,y

∫ π/2

0

(
βWx+1,y

)t/2 (
pEx,y(θ) + pWx+1,y(θ)

)
cos θ

dθ. (53)

Recalling the discussion in §2, (53) is also proportional to the average value of the mean-square
pressure over the same street cross-section.

6.4. Exact solution in a regular network

The system (50) is difficult to solve analytically. However, in the special case of a regular network the
system decouples and an analytical solution can be found, as we now demonstrate. The equations
have different forms depending on whether θ < π/4 or θ > π/4, and we first consider the case
0 < θ < π/4. For notational convenience we introduce the shift operators X,Y defined on a
quantity fx,y by

(Xf)x,y = fx+1,y, (Y f)x,y = fx,y+1.

In this notation the system (50) becomes

pN = t
2β

t(X−1pE +XpW ) + ΦN , pE = (1− t)βtX−1pE + 1
2β

1/t(Y −1pN + Y pS) + ΦE ,

pS = t
2β

t(X−1pE +XpW ) + ΦS , pW = (1− t)βtXpW + 1
2β

1/t(Y −1pN + Y pS) + ΦW ,
(54)

and by eliminating pE , pS and pW from (54) we may obtain a single partial difference equation for
pN of the form

L[pN ] = ψ, (55)

where, with ρ := (1− t)βt,

L :=
β1/t

4

(
X +X−1 − 2ρ

)
(Y + Y −1) +

(1− t)
t

(
X +X−1 − (ρ−1 + ρ)

)
,

ψ := −β
1/t

4

(
X +X−1 − 2ρ

)
Y
(
ΦS − ΦN

)
− 1

2

((
X−1 − ρ

)
ΦE + (X − ρ)ΦW

)
+

(1− t)
t

(
X +X−1 − (ρ−1 + ρ)

)
ΦN .

In this case the source functions (51) are

ΦN
0,0 = ΦS

0,0 = β
(l−d)t

l

(
t

2π

)
, ΦW

0,0 = β
(l−d)t

l

(
1− t
π

)
,

ΦN
1,0 = ΦS

1,0 = β
dt
l

(
t

2π

)
, ΦE

1,0 = β
dt
l

(
1− t
π

)
,

and ψ is found to be zero everywhere except for

ψ0,0 =
1

2π

(
β

dt
l (1− t)− β−

dt
l

)
, ψ1,0 =

1

2π

(
β

(l−d)t
l (1− t)− β−

(l−d)t
l

)
.
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To solve (55) we first note that by analogy to the theory of linear partial differential equations with
constant coefficients, if we can find a ‘fundamental solution’ Gx,y satisfying the equation

L[Gx,y] = δx,y, (56)

where

δx,y =

{
1, (x, y) = (0, 0),

0, otherwise,

then a formal solution of the original problem (55) is provided by the convolution

pNx,y = (ψ ∗G)x,y :=
∑
i,j

ψi,jX
−iY −jGx,y. (57)

Equation (56) can be solved by an application of the transform methods employed in [31, p. 365]
and [32] to solve similar problems. We form the double Fourier series

F (ξ, η) :=
∞∑

x=−∞

∞∑
y=−∞

Gx,y ei(ξx+ηy), (58)

and note that applying the translations X and Y to Gx,y corresponds to multiplying F (ξ, η) by e−iξ

and e−iη, respectively. Under the transformation (58), equation (56) becomes

F (ξ, η) =
1

K(ξ, η)
,

where

K(ξ, η) = β1/t (cos ξ − ρ) cos η +
(1− t)
t

(
2 cos ξ − (ρ−1 + ρ)

)
.

A formal solution of (56) is then given by

Gx,y =
1

4π2

∫ π

−π

∫ π

−π

e−i(ξx+ηy)

K(ξ, η)
dξdη =

1

π2

∫ π

0

∫ π

0

cos ξx cos ηy

K(ξ, η)
dξdη, (59)

since K(ξ, η) is even in both ξ and η. We remark that for 0 < t < 1 and 0 < β < 1, K(ξ, η) is
continuous and non-zero on [0, π] × [0, π], which guarantees convergence of the integral in (59) for
all (x, y) ∈ Z × Z. The integration over η in (59) can be carried out explicitly (see [10, Appendix
C]) to give

Gx,y = − 1

π

∫ π

0

c|y| cos ξx√
b2 − a2

dξ, (60)

where

a = β1/t(cos ξ − ρ), b =
(1− t)
t

(
2 cos ξ − (ρ−1 + ρ)

)
, c = −1

a

(
b+

√
b2 − a2

)
.
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With pN determined by (57) and (60), the remaining variables pE , pS and pW can be expressed in
terms of pN as follows:

pS = pN + (ΦS − ΦN ), (61)

pE =
[
1− ρX−1

]−1

(
β1/t

2

(
(Y + Y −1)pN + Y (ΦS − ΦN )

)
+ ΦE

)
, (62)

pW = [1− ρX]−1

(
β1/t

2

(
(Y + Y −1)pN + Y (ΦS − ΦN )

)
+ ΦW

)
. (63)

The inverse operators
[
1− ρX±1

]−1
in (62) and (63) are given formally by the sums

[
1− ρX±1

]−1
=
∞∑
n=0

(ρX±1)n, (64)

which converge under fairly weak assumptions on pN , ΦN , ΦE , ΦS and ΦW (e.g. boundedness),
because 0 < θ < π/4 implies that 0 < ρ < 1. In fact the action of (64) on pN can be evaluated
explicitly using the trigonometric identity

∞∑
n=0

ρn cos ξ(x± n) =
cos ξx− ρ cos ξ(x∓ 1)

1 + ρ2 − 2ρ cos ξ
,

a proof of which is given in [10, Appendix C].

The solution of (54), valid for 0 < θ < π/4, can therefore be written as

pN = ψ ∗G, pE = ψ ∗H+ + S1,
pS = ψ ∗G+ S2, pW = ψ ∗H− + S3,

(65)

where

H±x,y = −β
1/t

2π

∫ π

0

(cos ξx− ρ cos ξ(x± 1))
(
z|y+1| + z|y−1|)

(1 + ρ2 − 2ρ cos ξ)
√
b2 − a2

dξ,

and

S1 =

∞∑
n=0

(
ρX−1

)n(β1/t

2
Y (ΦS − ΦN ) + ΦE

)
,

S2 = ΦS − ΦN ,

S3 =

∞∑
n=0

(ρX)n
(
β1/t

2
Y (ΦS − ΦN ) + ΦW

)
.

When π/4 < θ < π/2, the system (54) is replaced by

pN =
(
1− 1

t

)
β1/tY −1pN + 1

2β
t
(
X−1pE +XpW

)
+ ΦN , pE = 1

2tβ
1/t
(
Y −1pN + Y pS

)
+ ΦE ,

pS =
(
1− 1

t

)
β1/tY pS + 1

2β
t
(
X−1pE +XpW

)
+ ΦS , pW = 1

2tβ
1/t
(
Y −1pN + Y pS

)
+ ΦW ,

(66)
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and the source functions are zero everywhere except for

ΦN
0,0 = ΦS

0,0 = β
(l−d)t

l

(
1

2π

)
, ΦN

1,0 = ΦS
1,0 = β

dt
l

(
1

2π

)
. (67)

Noting that (66) is simply (54) with

N ↔ E, S ↔W, t↔ 1/t, X ↔ Y, (68)

the solution of (66), valid for π/4 < θ < π/2, is found to be

pN = ψ̃ ∗ H̃+ + S̃1, pE = ψ̃ ∗ G̃,
pS = ψ̃ ∗ H̃− + S̃3, pW = ψ̃ ∗ G̃+ S̃2,

(69)

where ψ̃ and S̃i are the previously defined expressions ψ and Si under the transformations (68), and

G̃x,y = Gy,x, H̃±x,y = H±y,x,

under the transformation t↔ 1/t. From (67) we find that ψ̃ is zero everywhere except for

ψ̃0,0 = −1−t
2πt β

1/t+
(l−d)t

l , ψ̃1,0 = −1−t
2πt β

1/t+ dt
l ,

ψ̃0,−1 = ψ̃0,1 = − 1
4πβ

(l−d)t
l , ψ̃1,−1 = ψ̃1,1 = − 1

4πβ
dt
l .

In Figure 13(c)-(d) we show logarithmic plots of the net power flow PE defined by (52), computed
using the solutions (65) and (69), for two different values of β. Comparing these to Figure 13(a)-
(b) we note that the anisotropic decay predicted by the minimal length paths approach is clearly
visible, although, as might have been expected, the minimal length path calculation underestimates
the power flow derived via the full partial difference equation model. The relative error between
(41) and (52) is plotted in Figure 13(e)-(f). Note that the relative error decreases as β decreases,
so that the contribution of the non-minimal-length paths becomes less important as the amount of
absorption increases.

As remarked in §6.3, knowledge of the power densities pNx,y(θ), p
E
x,y(θ), p

S
x,y(θ), p

W
x,y(θ) also allows us

to estimate average energy densities and mean-square pressures. In Figure 14 we show logarithmic
plots of the average energy density WE defined by (53) for two different values of β.

6.5. The case β = 1 (α = 0)

When β = 1 (α = 0) the integral (59) is no longer convergent, and the θ-resolved power flows are
no longer well-defined. However, we note that it is still possible to compute net power flows such as
(52) by considering the limiting value of the net power flow as β → 1, which is well-defined because
the singularities in pEx,y and pWx,y+1 for β = 1 exactly cancel.
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Figure 14: Contour plots of log10W
E
x,y (defined in (53)) for two values of β. Here the street width w = 1.

7. A network of 3D corridors

The model proposed in §3-6 can also be used to describe the propagation of sound from a point
source in a network of 3D corridors. We first illustrate this in the case of a single corridor. With
lengths nondimensionalised by the width of the corridor, we denote the height of the corridor by
h and assume a point source at (0, y0, z0) with 0 < y0 < 1 and 0 < z0 < h. To deal with the
wall and floor/ceiling reflections we introduce a doubly-infinite array of image sources at the points
(0, yn, zm), n,m ∈ Z, where yn are defined as in (10) and

zm =

{
hm+ z0, m even,

hm+ (h− z0), m odd.
(70)

Assume that the floor and ceiling are perfectly reflecting, and that the contributions from the image
sources can be summed incoherently. Then, for each n ∈ Z, the total contribution from the image
sources (0, yn, zm), m ∈ Z, to the power flow across the corridor cross-section at distance x from the
source is equal to the power flow from the source across the strip {x} × (0, 1)× (−∞,∞). This, in
turn, is proportional to the Θn, the angular width of the ray tube from the nth image source in the
corresponding 2D problem, as defined in §3.

By generalising this argument, one can reduce the calculation of a power flow across a corridor
cross-section in a network of 3D corridors to the calculation of a power flow in a corresponding
network of 2D streets. Propagation in corridors has been studied previously in [15], via a modal
decomposition approach. However, in [15] only the case of a single junction between corridors with
perfectly-reflecting walls was considered. A detailed comparison of [15] and the present work can
be found in [10, §3.6.5]. We simply note here that explicit evaluation of our integral approximation
(27) in the case α = 0 gives

PE ∼ 1

2π

(
2 arctan

1

w
− w log

(
1 +

(
1

w

)2
))

, l→∞, w = O(1), (71)

which agrees exactly with the formula obtained in [15, §II]. Our model therefore generalises the
results of [15] to incorporate the effect of multiple junctions and wall absorption.
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(a) Problem geometry and image source configuration (b) Projection onto the unit sphere

Figure 15: A single street in 3D

8. A 3D urban environment

We now discuss the generalisation of the results of the preceding sections to 3D urban environments.
The main ways in which the 3D problem differs from the 2D case are the higher rate of geometrical
spreading, the presence of a ground reflection, and the fact that energy emitted from the source can
escape to the atmosphere.

8.1. Ray approximation in a single street

As a simple model of a single street in 3D, we consider an infinitely-long channel running parallel
to the x-axis, as illustrated in Figure 15(a). After nondimensionalising lengths by the street width,
the street is bounded by buildings (−∞,∞)× (−∞, 0)× (0, h) and (−∞,∞)× (1,∞)× (0, h), where
h > 0 is the (nondimensional) building height, assumed constant along the length of the street, and
a rigid ground (−∞,∞)× (0, 1)× {0}. We assume that a point source is located within the street
at (0, y0, z0), where 0 < y0 < 1 and 0 < z0 < h.

As in the 2D case, we simplify the analysis by neglecting the effects of diffraction, and consider
the contribution of the multiply-reflected field alone. This can be computed by the introduction of
image sources at the points (0, yn,±z0), n ∈ Z, with yn defined as in (10) (see Figure 15(a)). We
note that although a ray can undergo an arbitrarily large number of reflections in the walls of the
street, no ray undergoes more than one ground reflection. The field is then approximated by

φ ∼ − 1

4π

∑
z∈Z

eikr
−
n

r−n
+

eikr
+
n

r+
n
, (72)

where r±n =
√
x2 + (y − yn)2 + (z ± z0)2. For simplicity we consider only the case where the source

is close enough to the ground to ensure that the interference between each image source and its
corresponding ground-reflected image source in (72) is entirely constructive (the general case would
require a more careful treatment of the ground reflection, and will not be considered here). Each
pair of image sources at (0, yn,±z0) can then be replaced by a single image source at (0, yn, 0) of
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double the amplitude (four times the power output), so that

φ ∼ − 1

2π

∑
z∈Z

eikrn

rn
, (73)

where rn =
√
x2 + (y − yn)2 + z2. It is shown in [10, §3.9.1] that for (73) to hold it is sufficient to

assume that x� 1/k (so we are not too close to the source) and that z0 � x/(kh).

8.2. The acoustic power flow in a single street

As in the 2D case, we assume that the intensity contributions from the infinitely many image sources
in (73) can be summed incoherently, with the effect of interference being neglected. The power flow
P across the street cross-section {x} × (0, 1) × (0, h), as a fraction of the total free space power
output of the source, is then

P =
1

π

∑
n

(1− α)|n|Ω̃n, (74)

where α is the absorption coefficient of the walls and Ω̃n is the solid angle subtended at the source
by the ray tube incident on the nth image street cross-section. In terms of the spherical coordinates

x = cosφ cos θ, y − y0 = cosφ sin θ, z = sinφ,

where the angle φ represents ‘latitude’ on the unit sphere (so that φ equals π/2 minus the usual
spherical polar angle), we have

Ω̃n =

∫ θ̃+n

θ̃−n

∫ φ+(θ)

0
cosφdφdθ, (75)

where θ̃±n are defined as in (15) and φ+(θ) = arctan ((h cos θ)/x). The φ-integration in (75) is trivial,
and

Ω̃n =

∫ θ̃+n

θ̃−n

sin
(
φ+(θ)

)
dθ =

∫ θ̃+n

θ̃−n

1√
1 +

(
x

h cos θ

)2 dθ.
In the special case α = 0 the sum (74) is telescoping, and

P =
2

π

∫ π/2

0

1√
1 +

(
x

h cos θ

)2 dθ =
2

π
arctan

h

x
.

In this case P is proportional to the power flow due to a single source at (0, y0, 0) across the infinite
strip C = {x}× (−∞,∞)× (0, h), which, in turn, is proportional to the area of the segment formed
by the projection of C onto the unit sphere centred at (0, y0, 0) - see Figure 15(b). There is a
bias towards rays with small θ, since these rays gain less height with every unit travelled in the
x-direction than those with larger θ. Note that when x� h we have

P ∼ 2h

xπ
, (76)
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and the decay in power due to losses to the atmosphere is found to be algebraic in the distance down
the street.

More generally, when x� 1 and α� 1 we may, as in the 2D case, approximate the sum (74) by an
integral:

P ∼ 2

π

∫ π/2

0

(1− α)x tan θ√
1 +

(
x

h cos θ

)2 dθ. (77)

When also x� h, (77) can be further approximated to give

P ∼ 2h

xπ

∫ π/2

0
(1− α)x tan θ cos θ dθ. (78)

8.3. Acoustic power flows in a network of streets

In this section we propose a method for estimating acoustic power flows across street cross-sections
in a network of streets in 3D, which generalises that developed in §3-6 for the 2D problem. We first
introduce the method in general terms, then illustrate it in a number of examples, comparing the
results to those for the corresponding 2D problems. We assume for simplicity that the buildings all
have equal height h.

Suppose that, as a fraction of the total free space power output of the source, the power flow P
across a particular street cross-section is given by a ray tube sum of the form

P =
1

π

∑
n

BnΩ̃n. (79)

Here Bn represents the effect of wall absorption, and will be the same as in the analogous 2D
problem. Ω̃n is the solid angle subtended by the nth ray tube at the source location,

Ω̃n =

∫ θ̃+n

θ̃−n

∫ φ+(θ)

0
cosφdφdθ, (80)

where θ̃±n are the launch angles of the rays bounding the corresponding ray tube in the analogous 2D
problem, and φ+(θ) = arctan (h/L(θ)), where L(θ) is the length of a ray of launch angle θ reaching
the street cross-section in the analogous 2D problem. The φ-integration in (80) is trivial, so that

Ω̃n =

∫ θ̃+n

θ̃−n

G(θ) dθ,

where

G(θ) = sinφ+(θ) =
(

1 + (L(θ)/h)2
)−1/2

. (81)

We then propose to approximate (79) by the integral

Papp :=
2

π

∫ π/2

0
A(θ)F (θ)G(θ) dθ, (82)
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Figure 16: A crossroads in 3D.

where the absorption factor A(θ) and the energy redistribution factor F (θ) are exactly as in the
analogous 2D problem. We expect (82) to provide a good approximation to (79) only when the
streets in the network are long and the typical absorption coefficient is small. Furthermore, when
multiple junctions are involved, we conjecture, as in the 2D case, that the approximations represent
expected power flows after averaging over a suitable range of street lengths. Note that when also
L(θ)� h we can further approximate G(θ) ∼ h/L(θ) to give

Papp ∼
2h

π

∫ π/2

0

A(θ)F (θ)

L(θ)
dθ. (83)

One example, the power flow in a single street, has already been considered in §8.2. In this case,

Bn = (1− α)|n|, A(θ) = (1− α)x tan θ, F (θ) = 1, L(θ) =
x

cos θ
.

We now consider a number of other examples.

8.4. Energy redistribution at a crossroads

Consider the case of a right-angled crossroads, where a street of width w intersects a main street
at a distance l from the source (see Figure 16(a)). In the ray tube sum (79) for the power flow PE

out of the East exit we have Bn = (1−α)|n|, and θ̃±n are now defined as in (25). Accordingly, in the
integral approximations (82) and (83) we have

A(θ) = (1− α)l tan θ, F (θ) = FC(θ;w), L(θ) =
l

cos θ
.

When l� h, (83) then gives

PEapp ∼
2h

πl

∫ π/2

0
(1− α)l tan θFC(θ;w) cos θ dθ. (84)

It is interesting to compare (84) with the corresponding 2D result (29). For simplicity we assume
that α = 0; in this special case the integral in (84) can be evaluated explicitly to give

PEapp =
2h

πl

(√
1 +

(w
2

)2
− w

2

)
.
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By comparison with (76), we see that the prefactor 2h/(πl) in (84) represents the power incident
on the junction. Thus the fraction E3D of energy incident on the junction that carries on down the
main street is given as a function of w by

E3D(w) =

∫ π/2

0
FC(θ;w) cos θ dθ.

The corresponding expression in 2D is

E2D(w) =
2

π

∫ π/2

0
FC(θ;w) dθ.

A plot of the functions E2D and E3D is presented in Figure 16(b). Note that in 3D a greater
proportion of the incident energy passes the junction than in 2D. This is because in 3D the energy
incident on the junction is not distributed uniformly over all θ ∈ (0, π/2), as it is in the two
dimensional case; rather there is a bias towards rays with small θ, as remarked at the end of §8.2
(and see Figure 15(b)). Such rays contribute more to the power flow than those with larger θ because
FC(θ, w) is a decreasing function of θ.

8.5. A two-junction environment

As a further example, we consider the 3D analogue of the 2D two-junction environment illustrated
in Figure 12(a), for which the approximations (39) and (40) were obtained. In the 3D case the
integral approximation (82) of the power flows PE(2) and PW (2) would have

A(θ) = (1− α0)l0 tan θ(1− α1)
l1
w1

tan (π/2−θ)
, (85)

F (θ) = FT (θ;w1)FT

(
π/2− θ; w2

w1

)
, (86)

L(θ) =
l0

cos θ
+

l1
cos (π/2− θ)

, (87)

and to obtain the integral approximation of PN (2) we would replace (86) by

F (θ) = FT (θ;w1)FC

(
π/2− θ; w2

w1

)
.

8.6. A network of streets

The integral approximation method can be used to estimate the power flows in a network of streets
in 3D. For simplicity we consider the case of a regular network in which the street length l, width
w, and height h are constant across the network, and there is no wall absorption. We also assume
that l � h so that the simplified form (83) applies, although we expect similar results in the more
general case.

As in the 2D case, estimates of net power flows can be obtained by considering only those paths
which have minimal length. Defining PEλ (N) as in (42), we may investigate the behaviour of PEλ (N)
for large N . For simplicity we consider only the cases λ = 0, 1/2; in both cases there is only one
path of minimal length.
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• When λ = 0 we have

F (θ) = FC(θ; 1)N , L(θ) =
Nl

cos θ
,

and our estimate for PE0 (N) is

PE0 (N) =
2h

πNl

∫ π/4

0
exp [N log (1− tan θ )] cos θ dθ.

We find that

PE0 (N) ∼ 2h

πN2l
, N →∞,

so that the decay is algebraic in the number of junctions encountered.

• Along the diagonal λ = 1/2 (with N even) we have

F (θ) = FC(θ; 1)N/2FT (π/2− θ; 1)N/2 , L(θ) =
Nl

2

(
1

cos θ
+

1

sin θ

)
,

and our estimate for PE1/2(N) is

PE1/2(N) =
8h

πNl

∫ π/4

0
exp

[
N

(
1

2
log

(
tan θ

4

))]
1(

1
cos θ + 1

sin θ

) dθ.
We find that

PE1/2(N) ∼ 2
√

2h

πN2l

(
1

2

)N
, N →∞, (N even),

so that the decay is exponential in the number of junctions encountered.

It is not clear whether the integral approximations derived here can be used to formulate a partial
difference equation model analogous to that proposed for the 2D case in §6.2. There we were able
to relate the θ-resolved power flows into one junction to the θ-resolved power flows out of the
neighbouring junctions. This formulation relies crucially on the fact that the absorption and energy
redistribution factors A(θ) and F (θ) in our integral approximations are ‘multiplicative’, in the sense
that A(θ) and F (θ) are multiplied by a factor at each additional street/junction encountered. In the
3D case, however, the factor G(θ) in the integrand in (82) does not follow the same rule. Indeed,
the length L(θ) appearing in (81) is ‘additive’, in the sense that with each additional street/junction
encountered, we must add a term to L(θ), rather than multiply it by a factor. Whether these
difficulties can be resolved is still an open question, and we leave any further discussion of these
issues for future work.

9. Conclusions

We have derived a model for the propagation of acoustic energy from a time-harmonic point source
through a network of interconnecting streets. Our model represents the power flow along any
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pathway through the network as the integral of a power density over the launch angle of a ray
emanating from the source. The dependence of the power density on the launch angle takes into
account the key phenomena involved in the propagation, namely energy loss by wall absorption,
energy redistribution at junctions, and, in 3D, energy loss to the atmosphere. We have shown, by
means of a number of examples, how the power density for a given propagation pathway may be
explicitly computed.

Computing the total net power flow across a street cross-section requires the summation of the
power flows along each of propagation pathways from the source. An estimate can be obtained by
considering only paths of minimal length. In 2D the full summation can be computed implicitly, by
formulating a system of partial difference equations for the power densities flowing out of the exits
of each junction in the network. In a special case we were able to obtain an exact solution to this
system. However, the generalisation of this formulation to the 3D case remains an area for future
research.

In summary, our model predicts strongly anisotropic decay away from the source, with the power
flow decaying exponentially in the number of junctions from the source, except along the axial
directions of the network, where the decay is algebraic. The model is not only concerned with the
calculation of acoustic power flows - once the power density has been determined, an elementary
modification of the integral allows us to compute the acoustic energy density and the mean-square
pressure, averaged over the street cross-section.
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