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Abstract

A key step in many numerical schemes for time-dependent partial differential equations with
moving boundaries is to rescale the problem to a fixed numerical mesh. An alternative approach
is to use a moving mesh which can be adapted to focus on specificfeatures of the model. In
this paper we present and discuss three different velocity-based moving mesh methods applied
to a two-phase model of avascular tumour growth formulated by Breward et al. (2002)J. Math.
Biol. 45(2), 125-152. An obvious advantage of moving mesh methods, either velocity-based or
transformation-based, is their ability to track moving boundaries. Each method has one moving
node which tracks the moving boundary. To move the internal nodes: our first method moves the
nodes proportional to the boundary movement such that nodesremain equidistant at each time
step; our second method assumes the nodes move proportionalto the local spatial cell velocity;
whilst our third method uses local conservation of mass. We demonstrate that when the nodes are
moved according to the velocity of the outer boundary, or when local mass fractions are invoked,
similar results are obtained to when the governing equations are scaled to a fixed numerical mesh.
However, when the mesh nodes move according to the local velocity profile there are difficulties
in obtaining accurate stable solutions. Our results demonstrate that a moving mesh approach can
produce accurate results without fundamentally altering the form of the governing equations,
whilst offering greater flexibility and higher resolution where desired.

Keywords:, finite difference methods, velocity-based moving meshes, avascular tumour growth
2010 MSC:, 65M06, 92-08, 92C99

1. Introduction

Systems of time-dependent partial differential equations (PDEs) occur in many branches of
applied mathematics. In certain cases such systems may be prescribed in a region in which the
outer boundary moves with time as a result of the internal dynamics of the problem. A common
approach to solving such models numerically involves rescaling of the domain with respect to
the outer boundary position to a fixed region. However, such aprocedure alters the structure of
the governing equations, in particular the conservation property of the spatial derivative. Alter-
natively, a moving mesh approach has the flexibility to preserve the structure whilst tracking the
outer boundary. In this paper we utilise a recent model of tumour growth [1] to test a number of
moving mesh methods, the solutions of which are compared with those obtained on a rescaled
mesh.

Moving mesh methods can be location based or velocity based [2]. An overview is given in
[3]. In this paper we use velocity based methods to draw our comparisons. Such methods are
Preprint submitted to Mathematical and Computer Modelling April 6, 2011



familiar from Lagrangian fluid dynamics, and their numerical application to PDEs can be found
for example in the Moving Finite Element method [4], the Deformation method [5], the GCL
method [6], and the Conservation method [7]. An obvious advantage of moving mesh methods,
either velocity based or location based, is their ability totrack moving boundaries.

Each moving mesh method we consider has a fixed number of nodesthat move with the
solution itself, with the precise nature of their movement differing for each scheme. The first
method moves the nodes uniformly with respect to the movement of the boundary so that nodes
remain equidistant at each time step. We find that this approach produces results that are akin to
results from a scaled mesh approach. However, moving the nodes in this geometric manner does
not take full advantage of the flexibility of a moving mesh. Our other moving mesh methods use
specific features of the model to determine the mesh movement. The second method moves the
nodes according to the local cell velocity; the third methodmoves the nodes using conservation
of normalised cell volumes, which is a finite difference version of the finite element approach
described in [7]. A similar finite difference approach was used in [8]. The second and third
methods conserve local mass, which is not the case when the problem is rescaled to a fixed
numerical mesh. Furthermore, we show that for the third method the mesh offers better resolution
where the solution is growing, which in the avascular tumourgrowth model is near the boundary.

Mathematical models of tumour growth can offer effective and efficient ways to advance our
understanding of cancer research; see, for example, the survey papers [9, 10]. In recent years
there has been a large increase in the number of PDE models describing solid tumour growth.

Whilst differences between such models exist, many exhibit the following features:

• Equations describing the diffusion of nutrients or growth factors in and around the tumour
region (generally parabolic in type);

• Mass transfer equations describing the dynamic variation in tumour tissue (generally hy-
perbolic);

• Mass balance equations describing the growth of the tumour (generally elliptic).

All of these equations are generally coupled via nonlinear interactions. For instance the
growth dynamics of a specific cell type may depend in a nonlinear way on a specific nutrient or
growth factor. Examples include Ward and King [11] who developed a two phase model of a
growing multicellular tumour spheroid (MCTS) in which cells were considered to exist in either
a live or dead state, whilst Pleaseet al. [12, 13] considered the two phases to be live cells and
water, respectively. In contrast Tindall and Please [14] considered a three phase model to account
for proliferating and quiescent cells and dead cell material. The complexity of such nonlinear
mathematical models means they are most often solved and investigated numerically. Given the
coupling between the various equation types (parabolic, hyperbolic and elliptic) it is important
that such methods are robust and accurate.

In this work we consider a recent two phase model of tumour growth developed by Breward
et al. [1], which is a specific form of the two-phase model in [15]. The two phases, cell and
water, each have an associated velocity, pressure and volume-fraction-averaged stress tensor. We
utilise the model to compare a number of moving mesh strategies with the commonly employed
fixed numerical mesh approach. Although three phase models may incorporate more detail our
aim here is to demonstrate that moving mesh methods are an effective tool for the numerical
solution of problems such as tumour growth models, and for this purpose a two phase model
suffices. The extension to three phase models is technical but straightforward in principle. We

2



focus on a two-phase model to clearly demonstrate the velocity-based moving mesh schemes,
which can be adapted to numerically solve more sophisticated models.

In the next section we present the normalised one-dimensional model proposed in [1], fol-
lowed by§3 where we surmise the fixed numerical mesh method used in [1],so as to compare
results with the three moving mesh strategies. The details of these strategies are given in§4,
where we solve the tumour growth model numerically using each one in turn. The results from
the fixed mesh method and the three moving mesh methods are discussed in§5. Finally, in§6 we
conclude that a moving mesh method can prove to be an elegant and accurate numerical approach
that updates the mesh smoothly with the solution of the orginal model, whilst preserving cho-
sen features of the model such as local mass balance, or relative partial masses, (for self-similar
problems, similarity can be preserved). However, since themesh depends upon the model, care
must be taken when choosing a feature of the model to preserve.

2. A mathematical model of tumour growth

The model assumes the tumour consists of two phases, water and live cells, which are treated
as incompressible fluids whose densities are equal, to leading order. The model is derived by
applying mass balance to the cell and water phases. Further assumptions made are that inertial
effects are negligible, no external forces act on the system, and, on the timescale of interest, the
cell and water phases can be treated as viscous and inviscid fluids respectively. The model is
applied to a tumour whose growth is parallel to thex-axis, and is symmetric about its midpoint.

From [1] the non-dimensional model, in Cartesian form, for the volume fraction of cells
α(x, t) ∈ (0,1), with t > 0 andx ∈ [0, ℓ(t)], whereℓ(t) is the tumour radius, comprises

∂α

∂t
+
∂

∂x
(ucα) =

(1+ s1)α(1− α)C
1+ s1C

−
s2 + s3C
1+ s4C

α =: S(α,C), (1)

∂

∂x

[

µα
∂uc

∂x
− α
α − α∗

(1− α)2
H(α − αmin)

]

=
kαuc

1− α
, (2)

∂2C
∂x2

=
QαC

1+ Q̂1C
, (3)

whereuc(x, t) is the cell velocity,C(x, t) is the nutrient concentration and H is the Heaviside
function. The volume fraction of water is 1− α. The first term ofS(α,C) in (1) represents cell
growth due to mitosis (cell division), and the second term represents cell death. The parameters
µ (a combination of the shear and bulk viscosities),k (the drag coefficient), ands1, s2, s3, s4, Q
and Q̂1 are all positive constants. In addition,αmin andα∗ (a natural cell packing density) are
constants such that 0< αmin < α

∗ < 1. We remark that equation (1) arises from the global mass
balance equation,

d
dt

∫ ℓ(t)

0
α(x, t) dx =

∫ ℓ(t)

0
S(α,C) dx. (4)

The normalised model has initial and boundary conditions

ℓ = 1, α = α0(x) at t = 0, (5)

uc =
∂C
∂x
= 0 at x = 0, t > 0, (6)

µ
∂uc

∂x
−
α − α∗

(1− α)2
H(α − αmin) = 0, C = 1,

∂ℓ

∂t
= uc at x = ℓ, t > 0. (7)
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In the next three sections we show that moving the mesh to preserve features of the model can
produce results in line with [1]. We also present results which demonstrate that the local feature
of the model used to track the nodes needs to be carefully chosen.

3. Rescaling to a fixed numerical mesh

In [1] the moving domainx ∈ [0, ℓ(t)] is mapped to a fixed numerical domainξ ∈ [0,1] by
the transformationξ = x/ℓ(t), τ = t. Using the chain rule to differentiateα(ξ, τ) with respect to
timeτ, the transformed problem is

∂α

∂τ
−
ξ

ℓ

dℓ
dτ
∂α

∂ξ
+

1
ℓ

∂

∂ξ
(ucα) = S(α,C), (8)

∂

∂ξ

(

µα
∂uc

∂ξ
− ℓα

α − α∗

(1− α)2
H(α − αmin)

)

=
kℓ2αuc

1− α
, (9)

∂2C
∂ξ2

=
Qℓ2αC

1+ Q̂1C
, (10)

with initial and boundary conditions

ℓ = 1, α = α0(x) at τ = 0, (11)

uc =
∂C
∂ξ
= 0 at ξ = 0, τ > 0, (12)

µ
∂uc

∂ξ
− ℓ
α − α∗

(1− α)2
H(α − αmin) = 0, C = 1,

dℓ
dτ
= uc at ξ = 1, τ > 0. (13)

We note that in this approach the spatial derivatives in equation (8), unlike in the original equa-
tion (1), are not in divergence form, i.e. there is an additional term on the left-hand side that is
not a total derivative with respect toξ. This changes the structure of the equation which can lead
to inaccurate numerical approximation.

Although details of the numerical method are not given in [1], in order to compare our re-
sults to those in [1] we surmise their numerical method to produce similar results. Many authors
utilise the National Algorithms Group (NAG) routine D02RAF, which uses a finite difference
approach [11]. Using the above equations we postulate an algorithm in which we choose a time
step∆τ > 0 and divide the region (0,1) into N equal cells of size∆ξ = 1/N. We defineξ j = j∆ξ,
j = 0,1, . . . ,N, andτm = m∆τ, m = 0,1, . . ., and approximationsαm

j ≈ α(ξ j , τ
m), ℓm ≈ ℓ(τm),

um
j ≈ uc(ξ j , τ

m), Cn
j ≈ C(ξ j , τ

m), andSm
j ≈ S(α(ξ j , τ

m),C(ξ j , τ
m)). Givenαm

j , we computeCm
j ,

um
j and ultimatelyαm+1

j by a series of steps (labelled Steps F1–F4 below):

Step F1: FindCm
j by applying central finite differences to (10),

Cm
j−1 − 2Cm

j +Cm
j+1

(∆ξ)2
=

Q(ℓm)2αm
j Cm

j

1+ Q̂1Cm
j

, (14)

for j = 0,1, . . . ,N−1, where from (12) and (13), we takeCm
−1 = Cm

1 andCm
ℓ
= 1. Newton’s

method is used to solve the subsequent system of nonlinear equations whenQ̂1 , 0.
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Step F2: Findum
j by applying central finite differences to (9),

1
∆ξ



















αm
j+ 1

2



















µ
um

j+1 − um
j

∆ξ
− ℓm

αm
j+ 1

2

− α∗

(1− αm
j+ 1

2

)2
H(αm

j+ 1
2
− αmin)



















−αm
j− 1

2



















µ
um

j − um
j−1

∆ξ
− ℓm

αm
j− 1

2

− α∗

(1− αm
j− 1

2

)2
H(αm

j− 1
2
− αmin)





































=

k(ℓm)2αm
j

1− αm
j

um
j , (15)

for j = 1,2, . . . ,N − 1, whereαm
j+ 1

2

=
1
2(αm

j + α
m
j+1) andαm

j− 1
2

=
1
2(αm

j−1 + α
m
j ), leading

to a linear system of equations. At the inner boundaryum
0 = 0, as given by (12). To

determineum
N, we discretise the boundary condition (13) by taking values[·]m

N− 1
2

and [·]m
N+ 1

2

(the average about [·]m
N) to obtain

1
2



















µ
um

N+1 − um
N

∆ξ
− ℓm

αm
N+ 1

2

− α∗

(1− αm
N+ 1

2

)2
H(αm

N+ 1
2
− αmin)



















−
1
2



















µ
um

N − um
N−1

∆ξ
− ℓm

αm
N− 1

2

− α∗

(1− αm
N− 1

2

)2
H(αm

N− 1
2
− αmin)



















= 0. (16)

We then adapt (15) forj = N, using (16) to replace the first term in square brackets, leading
to

−

αm
N+ 1

2

+ αm
N− 1

2

∆ξ



















µ
um

N − um
N−1

∆ξ
− ℓm

αm
N− 1

2

− α∗

(1− αm
N− 1

2

)2
H(αm

N− 1
2
− αmin)



















=
k(ℓm)2αm

N

1− αm
N

um
N,

whereαm
N+ 1

2

+αm
N− 1

2

= 2αm
N, which yields a complete set of linear equations for the velocity

um
j , j = 1, . . . ,N.

Step F3: Discretise (8) using an explicit Euler time-stepping scheme and a central difference ap-
proximation in space, giving

αm+1
j − αm

j

∆t
=

jum
N(αm

j+1 − α
m
j−1)

2ℓm
−

um
j+1α

m
j+1 − um

j−1α
m
j−1

2ℓm∆ξ
+ Sm

j ,

for j = 1,2, . . . ,N − 1. One-sided approximations are used at the boundaries.

Step F4: Since the tumour radius moves with the cell velocityat the boundary, we calculate the
tumour radius at the new time level using

ℓm+1
= ℓm + ∆tum

N.

We then return to Step F1 to complete the next time step. This numerical scheme produces
results in line with those in [1] (see§5). Although this is a perfectly reasonable scheme, in
the next section we solve the same problem numerically usinga velocity-based moving mesh
approach in which the velocities are defined by three different strategies.
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4. Moving mesh methods

The key component of a velocity-based moving mesh method is the criterion used to define
the mesh velocity. We investigate three different choices here, in which we move the mesh in the
following ways:

Method A - proportional to the boundary positionℓ(t). This construction is geometrical in nature and
is very similar to the method described above;

Method B - proportional to the local cell velocityuc, i.e. based on a feature which is observed over the
whole tumour;

Method C - in such a way as to conserve local mass fractions of the solutionα in time. Like Method
B, this is based on a prevalent feature of the model.

For all of these moving mesh methods (and in contrast to some fixed mesh methods), the final
mesh node tracks the tumour radius.

In the model given by equations (1)–(7),x is an independent variable. We introduce the
dependent variable ˜x j(t), j = 0, . . . ,N, to represent theN + 1 nodes of the mesh, which are
dependent ont. The mesh is initially equally-spaced; however, unlike thefixed mesh, re-scaling
the grid points leads to them becoming, in general, irregularly separated. We define the velocity
of the j-th node to be

v(x̃ j , t) =
dx̃ j

dt
. (17)

We choose a time step∆t > 0 and definetm = m∆t, m = 0,1, . . .. We denote ˜x j(tm) by xm
j ,

and use the approximationsαm
j ≈ α(x̃ j , tm), um

j ≈ uc(x̃ j , tm), Cm
j ≈ C(x̃ j , tm), andvm

j ≈ v(x̃ j , tm).

For a givenxm
j andαm

j , j = 0, . . . ,N, we computeCm
j , um

j , vm
j , xm+1

j andαm+1
j by the following

algorithm:

Step 1: FindCm
j by approximating (3) (with boundary conditions given by (6)and (7)) using cen-

tral finite differences on the non-uniform mesh{xm
0 , · · · , x

m
N}. The resulting set of equations

is similar to (14), of the form

T lCm
j−1 + TdCm

j + TuCm
j+1 =

Qαm
j Cm

j

1+ Q̂1Cm
j

, j = 0,1, . . . ,N − 1,

where

T l
=

2
(xm

j − xm
j−1)(xm

j+1 − xm
j−1)
, Td

=
−2

(xm
j+1 − xm

j )(xm
j − xm

j−1)
, Tu

=
2

(xm
j+1 − xm

j )(xm
j+1 − xm

j−1)
,

and wherexm
−1 = −xm

1 , Cm
−1 = Cm

1 andCm
N = 1, from the boundary conditions (6) and (7).

Step 2: Findum
j by applying central finite differences to (2) on the non-uniform mesh{xm

0 , . . . , x
m
N}

with boundary conditions given by (6) and (7). The resultingset of equations is similar
to (15) and takes the form

1
xm

j+ 1
2

− xm
j− 1

2



















αm
j+ 1

2



















µ
um

j+1 − um
j

xm
j+1 − xm

j

−

αm
j+ 1

2

− α∗

(1− αm
j+ 1

2

)2
H(αm

j+ 1
2
− αmin)



















−αm
j− 1

2



















µ
um

j − um
j−1

xm
j − xm

j−1

−

αm
j− 1

2

− α∗

(1− αm
j− 1

2

)2
H(αm

j− 1
2
− αmin)





































=

kαm
j

1− αm
j

um
j ,(18)
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wherexm
j+ 1

2

− xm
j− 1

2

=
1
2(xm

j+1 − xm
j−1), j = 1,2, . . . ,N − 1, andum

0 = 0 (from (6)). As with

the fixed numerical mesh method, to determine the boundary value uN we discretise the
boundary condition (7) in a similar way to (16) by taking the average at [·]m

N− 1
2

and [·]m
N+ 1

2

,

giving

1
2



















µ
um

N+1 − um
N

xm
N+1 − xm

N

−

αm
N+ 1

2

− α∗

(1− αm
N+ 1

2

)2
H(αm

N+ 1
2
− αmin)



















−
1
2



















µ
um

N − um
N−1

xm
N − xm

N−1

−

αm
N− 1

2

− α∗

(1− αm
N− 1

2

)2
H(αm

N− 1
2
− αmin)



















= 0. (19)

We then adapt (18) forj = N using (19) to replace the first term in square brackets, leading
to

−

αm
N+ 1

2

+ αm
N− 1

2

xm
N+ 1

2

− xm
N− 1

2



















µ
um

N − um
N−1

xm
N − xm

N−1

−

αm
N− 1

2

− α∗

(1− αm
N− 1

2

)2
H(αm

N− 1
2
− αmin)



















=
kαm

N

1− αm
N

um
N,

whereαm
N+ 1

2

+αm
N− 1

2

= 2αm
N, which yields a complete set of linear equations for the velocity

um
j , j = 1, . . . ,N.

Step 3: Calculate the mesh velocityvm
j . This step will differ for each of Methods A, B and C, and

is detailed below.

Step 4: Update the mesh points by the explicit Euler scheme applied to (17)

xm+1
j = xm

j + ∆tvm
j , j = 0,1, . . . ,N, (20)

with vm
j obtained from Step 3.

Step 5: Calculateαm+1
j . The details of this step will again differ for each method used, and are

given in§4.1, 4.2 and 4.3 respectively.

When comparing this scheme to the fixed numerical mesh algorithm in §3, we see that the first
two steps are essentially the same, except with a non-uniform mesh. However, whereas the third
step of the algorithm in§3 calculates the solutionα immediately from (8) on the transformed
mesh, the moving mesh methods calculate the nodal positionsfirst and then recover the solution
α. Another distinction between the fixed numerical mesh method of §3 and the moving mesh
methods is that the latter methods preserve a local mass balance through being written in diver-
gence form (since the chain rule was not applied to the original model).

We now give details of each moving mesh method.

4.1. Method A

For Method A we move the nodes in Step 3 with a velocity proportional to the velocity of the
boundary, i.e.

vm
j =

xm
j

xm
N

um
N, j = 0,1, . . . ,N.
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This velocity-based strategy is similar to the numerical mapping in §3, see Remark 1 below.
It is geometrical in nature and draws only on information from the boundary of the tumour to
determine how to move the nodes. Once the mesh velocity is defined, the new mesh is determined
as in Step 4 above.

Now consider Step 5. To recoverα on the new mesh we take an integral-based approach.
First define the partial massesΘ j(t) by

Θ0(t) =

∫ x̃1(t)

x̃0(t)
α(x, t) dx, (21)

Θ j(t) =

∫ x̃ j+1(t)

x̃ j−1(t)
α(x, t) dx, j = 1, . . . ,N − 1 (22)

ΘN(t) =

∫ x̃N(t)

x̃N−1(t)
α(x, t) dx, . (23)

The valuesΘ j(0) are known from the initial data. To calculateΘ j(t), we begin by construct-
ing Θ̇ j(t). For ease of explanation we give the explicit formulae forj = 1, . . . ,N− 1 only, but we
note that similar formulae hold forj = 0,N. We differentiate (22) using Leibnitz’ integral rule
to give

Θ̇ j(t) =
d
dt

∫ x̃ j+1(t)

x̃ j−1(t)
α(x, t) dx =

∫ x̃ j+1(t)

x̃ j−1(t)

∂α

∂t
dx+

[

α(·, t)v(·, t)
]x̃ j+1(t)

x̃ j−1(t)
.

Substituting∂α/∂t from (1) gives

Θ̇ j(t) =

∫ x̃ j+1(t)

x̃ j−1(t)
S(α,C) dx+

[

α(·, t)(v(·, t) − uc(·, t))
]x̃ j+1(t)

x̃ j−1(t)
. (24)

We use a mid-point approximation of the integral to obtain a discrete form of (24) at timet = tm,

Θ̇
m
j = (xm

j+1 − xm
j−1)Sm

j + α
m
j+1(vm

j+1 − um
j+1) − αm

j−1(vm
j−1 − um

j−1), j = 1, . . . ,N − 1,(25)

whereΘ̇m
j ≈ Θ̇ j(tm). This equation allows us to determineΘm+1

j ≈ Θ j(tm+1) in the same manner

thatxm+1
j is calculated in Step 4, by the explicit Euler schemeΘm+1

j = Θ
m
j + ∆tΘ̇m

j .

Once an approximation to the updated partial massesΘ
m+1
j has been determined, the final

step for Method A is to recover the solutionαm+1
j using a mid-point approximation of (22) at

time levelm+ 1, i.e.

αm+1
j =

Θ
m+1
j

xm+1
j+1 − xm+1

j−1

, j = 1, . . . ,N − 1.

As noted above, similar formulae hold forj = 0,N.

Remark 1. The velocity of Method A corresponds to the transformation-based method of§3 in
the sense that the transformation is effected exactly by the boundary velocity. However, whenα
is calculated in§3 using a velocity derived from the transformation, a quasi-Lagrangian form of
the mass balance equation is used in which the velocity is incorporated using a chain rule. The
result is an extra term which cannot be written in divergenceform. By contrast, in Method A we
have preferred to use an integral approach which already incorporates local conservation.
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4.2. Method B

Under this strategy, in Step 3 the velocity of each node is determined by the cell velocity at
that node, i.e.

vm
j = um

j , j = 0,1, . . . ,N. (26)

This way of moving the nodes relates to the tumour model more than Method A as it uses local
cell information rather than just information from the tumour boundary. Once the mesh velocity
has been determined, the new mesh is computed as in Step 4.

In Step 5, as with Method A, we define the partial mass fractionsΘ j(t) as in (22), and follow
Method A to completion, noting thatv = uc at the nodes. In particular, (25) reduces to

Θ̇
m
j = (xm

j+1 − xm
j−1)Sm

j j = 1, . . . ,N − 1. (27)

Note that this method corresponds with the mass balance equation (4) over arbitrary subintervals,

d
dt

∫ x̃ j+1(t)

x̃ j−1(t)
α(x, t) dx =

∫ x̃ j+1(t)

x̃ j−1(t)
S(α,C) dx.

4.3. Method C

Method C moves the nodes so as to conserve local mass fractions. Like Method B, this
method also uses a feature of the model to move the nodes in such a way that information about
the distribution of cells within the tumour is carried in time.

Let the total mass be

θ(t) =
∫ ℓ(t)

0
α(x, t) dx. (28)

We defineγ j to be the mass fraction, so that

γ j =
1
θ(t)

∫ x̃ j (t)

0
α(x, t) dx, (29)

and calculate ˜x j(t) such thatγ j remains constant with respect to time. The total massθ will be
required in order to approximateα, so we first determinėθ by differentiating (28) using Leibnitz’
integral rule,

θ̇(t) =
d
dt

∫ ℓ(t)

0
α(x, t) dx =

∫ ℓ(t)

0

∂α

∂t
dx+

[

α(·, t)v(·, t)
]ℓ(t)

0
.

Substituting∂α/∂t from (1), and using the boundary conditions (6)–(7), gives

θ̇(t) =

∫ ℓ(t)

0
S(α,C) dx. (30)

It is worth noting that equation (30) corresponds exactly tothe global mass balance result (4).
Equation (30) can be approximated directly once Step 1 has been carried out. We define the

approximatioṅθm ≈ θ̇(tm) and apply a trapezoidal rule approximation to (30),

θ̇m =

N−1
∑

j=0

1
2

(xm
j+1 − xm

j )(Sm
j+1 + Sm

j ). (31)
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The updated total massθm+1 ≈ θ(tm+1) is then found using (31) and the same time-stepping
approach used in Step 4, i.e.θm+1

= θm + ∆tθ̇m.
To derive an expression for the mesh velocity, we again use Leibnitz’ integral rule on (29) to

calculate

γ j θ̇(t) =
d
dt

∫ x̃ j (t)

0
α(x, t) dx =

∫ x̃ j (t)

0

∂α

∂t
dx+

[

α(·, t)v(·, t)
]x̃ j (t)

0
.

Substituting∂α/∂t from (1), and using the boundary conditionum
0 = vm

0 = 0 (from (6)), gives

γ j θ̇(t) =

∫ x̃ j (t)

0
S(α,C) dx− uc(x̃ j , t)α(x̃ j , t) + α(x̃ j , t)v(x̃ j , t).

Thus, forα(x̃ j , t) , 0, the mesh velocity is given by

v(x̃ j , t) =
γ j θ̇(t)

α(x̃ j , t)
−

1
α(x̃ j , t)

∫ x̃ j (t)

0
S(α,C) dx+ uc(x̃ j , t). (32)

We use the composite trapezoidal rule on the integral to obtain a discrete form of (32) at time
t = tm,

vm
j =

γ j θ̇
m

αm
j

−
1
αm

j

j−1
∑

i=0

1
2

(xm
i+1 − xm

i )(Sm
i+1 + Sm

i ) + um
j . (33)

Using (33), the new meshxm+1
j is computed as in Step 4. To approximate the updated solution

αm+1
j in Step 5, we consider (29) for ˜x j+1 and x̃ j−1, and subtract them from each other to give a

partial mass. Equating this partial mass definition at timest = tm+1 andt = 0 gives

1
θm+1

∫ xm+1
j+1

xm+1
j−1

α(x, tm+1) dx =
1
θ0

∫ x0
j+1

x0
j−1

α(x,0) dx.

Using a mid-point approximation for the integrals we obtainthe numerical approximation

αm+1
j =

θm+1

θ0

(

x0
j+1 − x0

j−1

)

(

xm+1
j+1 − xm+1

j−1

) α0
j .

Note that at any given time the relative discrete mass

1
θ(tm+1)

(xm+1
j+1 − xm+1

j−1 )αm+1
j

is preserved, and is equal to

1
θ(0)

(x0
j+1 − x0

j−1)α0
j .
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5. Numerical Results

In this section we solve the tumour growth model numericallyusing the methods of§3 and
§4, and compare the outcomes from each approach. In our experiments we used two sets of
parameters from [1], which were chosen so as to focus to on thequalitative nature of the model
equations. A purpose of [1] was to examine the effect of altering the tension constant (by altering
k andµ). To compare our moving mesh methods to the commonly used fixed mesh method, we
choose only the parameters from [1] that correspond to plotsof u, v andℓ over time. Both sets of
parameters take

Q = 0.5, Q̂1 = 0, s1 = s4 = 10, s2 = s3 = 0.5, α0(x) = α∗ = 0.8, (34)

with

k = 1, µ = 1, αmin = 0.8, (35)

in the first case, and

k = 0.25, µ = 0.25, αmin = 0.6, (36)

in the second case. The first case does not include the effects of cellular attraction, whilst the
second case does. Furthermore, the second case has smallerk andµ than the first case, which
corresponds to a larger tension constant. Figures 1–8 show results obtained with the method
described in§3, with N = 80, ∆t = 7.5 × 10−3 and final timet = 75, i.e. 10,000 time steps.
Figures 1–4 use parameters (34)–(35) and display a travelling wave solution. Figures 5–8 use
the second set of parameters, (34) and (36), and show the tumour radius settling to a steady
state. Figures 1–3 and 5–7 closely resemble the results shown in [1] (results for the nutrient
concentration were not included in [1]).

Next we examine the convergence of the moving mesh methods of§4 for the parameter
set (34) and (35), asN increases and∆t decreases. We solve fort ∈ [0,4] and compute results
for N = 10× 2n−1, n = 1, . . . ,6. In order to compare results for different values ofn, we denote
the points of the mesh for a particular value ofn by x j,n(t), j = 0, . . . , (10× 2n−1). We then
compute bothx2n−1i,n = x2n−1i,n(4) andα2n−1i,n ≈ α(x2n−1i,n,4) for eachi = 0, . . . ,10 asn increases.
To balance the spatial and temporal errors, and recalling that we have used explicit Euler time-
stepping, we choose∆t = O(1/N2), precisely∆t = 0.02/(4n). We take the results computed with
n = 6 (i.e. N = 320) as our reference mesh and solution. We anticipate that the pointwise ‘errors’
|α32i,6 − α2n−1i,n| and|x32i,6 − x2n−1i,n| will decrease asn increases, for eachi = 0, . . . ,10.

As a measure of the errors, we calculate

EN(α) =

√

∑10
i=0(α32i,6 − α2n−1i,n)2

∑10
i=0(α32i,6)2

, EN(x̃) =

√

∑10
i=0(x32i,6 − x2n−1i,n)2

∑10
i=0(x32i,6)2

,

for n = 1, . . . ,4 (i.e. N = 10,20,40,80). We investigate the hypothesis that

EN(α) ∼
1

Np
and EN(x̃) ∼

1
Nq

for largeN, wherep andq are the estimated orders of convergence forEN(α) andEN(x̃) approx-
imated respectively by

p2N = − log2

(

E2N(α)
EN(α)

)

q2N = − log2

(

E2N(x̃)
EN(x̃)

)

.
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Figure 1: Cell volume fractionα(x, t) using the fixed numerical mesh method and parameter set (34) and (35).
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Figure 2: Cell velocityuc(x, t) using the fixed numerical mesh method and parameter set (34) and (35), legend as in
Figure 1.

0 10 20 30 40 50 60 70 80
1

2

3

4

5

6

7

8

ℓ(
t)

t

Figure 3: Tumour radiusℓ(t) using the fixed numerical mesh method and parameter set (34) and (35).
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Figure 4: Nutrient concentrationC using the fixed numerical mesh method and parameter set (34) and (36), legend as in
Figure 1.
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Figure 5: Cell volume fractionα(x, t) using the fixed numerical mesh method and parameter set (34) and (36).
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Figure 6: Cell velocityuc(x, t) using the fixed numerical mesh method and parameter set (34) and (36), legend as in
Figure 5.
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Figure 7: Tumour radiusℓ(t) using the fixed numerical mesh method and parameter set (34) and (36).
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Figure 8: Nutrient concentrationC using the fixed numerical mesh method and parameter set (34) and (36), legend as in
Figure 5.
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Since each step of our scheme is second order in space and firstorder in time, and recalling that
∆t = O

(

1
N2

)

, we might expect to seep,q ≈ 2, although since our meshes are generally non-
uniform and varying in time, this is only an approximate hypothesis. Convergence results are

Method N EN(α) p2N EN(x̃) q2N

A 10 2.034× 10−4 - 1.275× 10−5 -
20 8.346× 10−5 1.3 3.306× 10−6 1.9
40 3.547× 10−5 1.2 8.478× 10−7 2.0
80 1.471× 10−5 1.3 2.050× 10−7 2.0

B 10 2.299× 10−4 - 6.207× 10−4 -
20 9.293× 10−5 1.3 1.109× 10−4 2.5
40 3.891× 10−5 1.3 3.043× 10−5 1.9
80 1.600× 10−5 1.3 7.224× 10−6 2.1

C 10 1.448× 10−5 - 1.819× 10−5 -
20 3.645× 10−6 2.0 1.944× 10−6 3.2
40 8.807× 10−7 2.0 7.148× 10−7 1.5
80 2.090× 10−7 2.1 1.880× 10−7 1.9

Table 1: Relative errors forα and x̃ with rates of convergence using the explicit Euler time-stepping scheme.

shown in Table 1. We see thatEN(α) andEN(x̃) decrease asN increases for each of the moving
mesh methods. This strongly suggests that as the number of nodes increases, both the solutionα
and the position of the nodes ˜x j are converging. For Methods A and B, thep-values presented in
this table indicate superlinear convergence ofα, and theq-values suggest second-order conver-
gence of ˜x. For Method C, thep andq values suggest second-order convergence of bothα andx̃.

Having established convergence of our moving mesh schemes we now compare the numeri-
cal results from the methods of§4 with those of the method described in§3.

We generate results using the parameters detailed in (34) and (35). All three methods were
investigated withN = 80,∆t = 7.5× 10−3, and final timet = 75, i.e. 10,000 time-steps. Each of
Methods A and C produce very similar results, so only the results from Method C and Method B
are plotted below. Figures 9–11 are due to Method C and display the same travelling wave char-
acteristics as the results in [1] for the same parameters (closely resembling Figures 1–3). The
value ofα near the free boundary remains fairly constant, andα at the centre of the tumour de-
creases at a steady rate as time increases. The velocity peaks near the boundary, but the velocity
at the boundary appears to stay constant with respect to timefor t ≥ 37.5. This coincides with
the tumour radius growing steadily, Figure 11. The minima are subtly different to that of [1];
the troughs in Figure 2, which resemble those in [1], are slightly less rounded than those shown
in Figure 10. Interestingly, Method A (a locally conservative version of the method in§3) also
presented rounder minima, identical to those in Figure 10.

Figures 12–14 show that Method B appears to behave like Method A and C (and [1]) at early
times. However, after approximatelyt = 45,α appears to grow at the boundary, and no longer
decreases at a regular rate at the centre of the tumour. Furthermore, the velocity at the boundary
decreases considerably, with the tumour radius nearly reaching a steady state att = 75. This
behaviour is not apparent in [1], nor from Methods A and C. Theplots from Method B are less
smooth, despite the same number of nodes being used for each method. There is a considerable
kink in α anduc for t = 45 which appears to dampen at later times. The solutionα does not
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Figure 9: Cell volume fractionα(x, t) using Method C and parameter set (34)–(35).
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Figure 10: Cell velocityuc(x, t) using Method C and parameter set (34)–(35), legend as in Figure 9.
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Figure 11: Tumour radiusℓ(t) using Method C and parameter set (34)–(35).
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drop below 0.4 at the centre of the tumour, even fort = 100 (not shown here). This erratic
behaviour remains with a smaller∆t, and when using an adaptive second and third order Runge-
Kutta method for the time-stepping (see Remark 2 below), suggesting that this behaviour is due
to the choice of the velocity in the numerical method. The processes of Method A and Method B
are very similar, and because Method A behaves as in Figures 9–11, it is reasonable to conclude
that tracking the cell velocity with the mesh nodes, as in Method B, results in the mesh becoming
too coarse in some areas, and too fine in others. This is a problem that could be compounded
over time, especially in the area where the cell velocities vary between positive and negative;
resulting in nodes moving in opposite directions, leaving aconsiderable gap in between. Indeed
if we look at Figure 13 fort = 75, we see that the velocity is mostly negative, so that most of the
nodes are moving to the left.

As a further example, we use the parameter set (34) and (36), and again present results for the
method of§2 and the moving mesh methods in§3. Once the steady state is reached att ≈ 40, all
cells within the region have negative velocity, i.e. the cells are moving inwards. The comparisons
between the methods had similar outcomes: the results for Methods A and C (Figures 15–17)
resembled the results in [1] (as shown in Figures 5–7); Method B moves the nodes evenly for
early times, but once negative spatial velocities occur, the nodes become clustered to the left,
as shown in Figures 18–20. When the tumour radius settles to a steady state, the internal cells
continue moving. This feature means that the mesh for MethodB never settles to a steady state,
whereas the meshes for Methods A and C do.

Finally, we examine exactly how the mesh moves for each of thedifferent moving mesh
methods. We take the parameters that produce a steady travelling-wave profile, (34) and (35).
By definition, the nodes with Method A remain equally spaced over time, and move to the right
uniformly with the tumour growth, as shown in Figure 21. The mesh for Method B, Figure 22,
begins by spreading out fairly equally. However, at later times when negative velocities are in-
troduced, the nodes cluster nearer the centre of the tumour.Indeed, it can be seen that most
nodes will initially move out with the tumour growth, but then return to the tumour centre. The
node at the boundary is then significantly separated from theothers, causing an unsatisfactory
coarseness at the edge. When the nodes are moved by Method C, Figure 23, the nodes behave
similar to the nodes of Method A fort < 30. For larger times, the nodes near the tumour centre
spread. We would expect the spread to be more prominent as thetumour grows, i.e. the nodes
naturally spread whereα is low, and cluster whereα is larger. Moreover, each node only moves
to the right as the tumour grows. When comparing Figures 21 and23 it becomes apparent why
they produce nearly the same results, especially fort ≤ 30.

Remark 2. For the moving mesh methods we also considered using a time-stepping scheme
based on an adaptive second and third order predictor-corrector Runge-Kutta method, which
chooses the time step automatically to minimise the error (specifically, we used ODE23 in Mat-
lab). When using this scheme, we took a maximum∆t = O(1/N) to balance the spatial and
temporal errors, preciselymax∆t = 0.02/(2n). The results from the Runge-Kutta method were
very similar to results from the explicit Euler time-stepping scheme, indicating that our approach
is robust to different time-stepping approaches, and is not particularly stiff.
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Figure 12: Cell volume fractionα(x, t) using Method B and parameter set (34)–(35).
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Figure 13: Cell velocityuc(x, t) using Method B and parameter set (34)–(35), legend as in Figure 12.
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Figure 14: Tumour radiusℓ(t) using Method B and parameter set (34)–(35).
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Figure 15: Cell volume fractionα(x, t) using Method C and parameter set (34) and (36).
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Figure 16: Cell velocityuc(x, t) using Method C and parameter set (34) and (36), legend as in Figure 15.
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Figure 17: Tumour radiusℓ(t) using Method C and parameter set (34) and (36).
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Figure 18: Cell volume fractionα(x, t) using Method B and parameter set (34) and (36).
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Figure 19: Cell velocityuc(x, t) using Method B and parameter set (34) and (36), legend as in Figure 18.
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Figure 20: Tumour radiusℓ(t) using Method B and parameter set (34) and (36).
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Figure 21: The position of nodes for Method A,N = 40, parameter set (34) and (35)
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Figure 22: The position of nodes for Method B,N = 40, parameter set (34) and (35)
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Figure 23: The position of nodes for Method C,N = 40, parameter set (34) and (35)
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6. Conclusions

We have numerically solved the non-dimensionalised form ofan avascular tumour growth
model given in [1] using three different moving mesh methods. Working with the original non-
dimensionalised form of the model, we have replicated the results of [1] and presented three
different velocity-based approaches to move the mesh. The different approaches to define the
mesh velocity are: (A) proportional to the boundary movement; (B) following the cell velocity;
(C) conserving local mass fractions. To advance in time, each of the three methods used either
explicit Euler time-stepping or adaptive second and third order Runge-Kutta formulas. Each
method, with explicit Euler time-stepping, appears to be convergent for small times. Methods
A and C continue to work well for larger times and replicate results in [1], but Method C has
the added advantage that the nodes move in a manner that preserves a feature of the model,
specifically local mass fractions. However, care is required when choosing a feature of the model
to determine the mesh velocity, as evidenced by the poor resolution apparent when using Method
B over longer times. Method C is an especially effective method when solving problems with
self-similar solutions as it preserves similarity.

An obvious advantage of moving mesh methods, either velocity-based or transformation-
based, is their ability to track moving boundaries. In the two-phase model studied here the outer
boundary is accurately followed. Moreover, the results show that by moving the nodes in a
manner that conserves local mass fractions (Method C), we obtain very similar results to when
the mesh is moved geometrically, with the advantage that themesh movement is controlled by a
specific feature of the model which preserves local mass balance and offers higher resolution at
the boundary. More recent three-phase models that take intoaccount proliferating, quiescent and
necrotic cells can be treated in a similar way, even though these models cannot be reduced to the
study of a single component such asα. However, in a two-phase situation the necrotic core can
alternately be modelled as a separate inner region between inner and outer moving boundaries.
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