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Abstract

This thesis is a collection of published and submitted papers. Each paper presents a
chapter of the thesis and in each paper we make progress in the field of nondivergence
systems of nonlinear PDEs. The new progress includes proving the existence and
uniqueness of strong solutions to first order elliptic systems in Chapter 2, proving the
existence of absolute minimisers to a vectorial 1D minimisation problem in Chapter 3,
proving geometric aspects of p-Harmonic maps in Chapter 4, proving new properties
of classical solutions to the vectorial infinity Laplacian in Chapter 5.

In Chapter 2 of this thesis we present the joint paper with Katzourakis in which
we extend the results of [43]. In the very recent paper [43], Katzourakis proved
that for any f ∈ L2(Rn,RN), the fully nonlinear first order system F (·,Du) = f
is well posed in the so-called J.L. Lions space and moreover the unique strong so-
lution u : Rn −→ RN to the problem satisfies a quantitative estimate. A central
ingredient in the proof was the introduction of an appropriate notion of ellipticity
for F inspired by Campanato’s classical work in the 2nd order case. Herein we ex-
tend the results of [43] by introducing a new strictly weaker ellipticity condition and
by proving well posedness in the same “energy” space. In Chapter 3 of this the-
sis we present the joint paper with Katzourakis in which we prove the existence of
vectorial Absolute Minimisers in the sense of Aronsson for the supremal functional
E∞(u,Ω′) = ‖L (·, u,Du)‖L∞(Ω′), Ω′ b Ω, applied to W 1,∞ maps u : Ω ⊆ R −→ RN

with given boundary values. The assumptions on L are minimal, improving earlier
existence results previously established by Barron-Jensen-Wang and by Katzourakis.
In Chapter 4 of this thesis we present the joint paper with Katzourakis and Ayan-
bayev in which we consider the PDE system of vanishing normal projection of the
Laplacian for C2 maps u : Rn ⊇ Ω −→ RN :

[[Du]]⊥∆u = 0 in Ω.

This system has discontinuous coefficients and geometrically expresses the fact that
the Laplacian is a vector field tangential to the image of the mapping. It arises as
a constituent component of the p-Laplace system for all p ∈ [2,∞]. For p = ∞,
the ∞-Laplace system is the archetypal equation describing extrema of supremal
functionals in vectorial Calculus of Variations in L∞. Herein we show that the image
of a solution u is piecewise affine if the rank of Du is equal to one. As a consequence
we obtain corresponding flatness results for p-Harmonic maps, p ∈ [2,∞]. In Chapter
5 of this thesis we present a single authored paper in which we discuss an extension
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of a recent paper [41]. In [41], among other interesting results, Katzourakis analysed
the phenomenon of separation of the solutions u :R2 ⊇ Ω −→ RN , to the ∞-Laplace
system

∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥ ⊗ I
)

: D2u = 0,

to phases with qualitatively different behaviour in the case of n = 2 ≤ N . The
solutions of the ∞-Laplace system are called the ∞-Harmonic mappings. Chapter 5
of this thesis present an extension of Katzourakis’ result mentioned above to higher
dimensions by studying the phase separation of n-dimensional∞-Harmonic mappings
in the case N ≥ n ≥ 2.
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Chapter 1

Background and motivations

1.1 Introduction

There is no doubt that PDEs in general, either linear or nonlinear, do not possess
classical solutions, considering that not all derivatives which appear in the equation
may actually exist. The modern approach to this problem consists of looking for
appropriately defined generalised solutions for which the hope is that at least existence
can be proved given certain boundary and/or initial conditions. Once existence is
settled, subsequent considerations typically include uniqueness, qualitative properties,
regularity and of course numerics.

This approach to PDE theory has been enormously successful, but unfortunately
so far only equations and systems with fairly special structure have been considered.
A standing idea consist of using integration by parts and duality of functional spaces
in order to interpret rigorously derivatives which do not exist, by “passing them to test
functions”. This approach of Sobolev spaces and Schwartz’s Distributions which dates
back to the 1930s is basically restricted to equations which have divergence structure,
like the Euler-Lagrange equation of Calculus of Variations or linear systems with
smooth coefficients. Let us demonstrate that a solution u ∈ C2(Ω̄) of the boundary-
value problem: {

−∆u = f, in Ω,

u = g, on ∂Ω,

for Poisson’s equation can be characterised as the minimiser of E[u] = min
ω∈A

E[ω],

where E[ω] is the energy functional which we define as follows:

E[ω] :=

∫
Ω

1

2
|Dω|2 − ωf dx,

ω belonging to the admissible set:

A := {ω ∈ C2(Ω̄) | ω = g on ∂Ω}
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A more recent theory discovered in the 1980s is that of viscosity solutions and builds
on the idea that the maximum principle allows to “pass derivatives to test functions”
without duality. The theory of viscosity solutions applies to fully nonlinear first and
second order partial differential equations. For such equations, and in particular for
second order ones, solutions are generally non-smooth and standard approaches in
order to define a “weak solution” do not apply:classical, strong almost everywhere,
weak, measure-valued and distributional solutions either do not exist or may not
even be defined. The main reason for the latter failure is that, the standard idea of
using integration by parts in order to pass derivatives to smooth test functions by
duality, is not available for non-divergence structure PDE. This idea applies mostly
to scalar solutions of single equations which support the maximum principle (elliptic
or parabolic up to second order), but has been hugely successful because it includes
fully nonlinear equations. For more information about viscosity solutions we refer
to the reference [42]. A relevant notion of solution which bridges the gap between
classical and generalised is that of strong solutions, where it is usually assumed that
all derivatives appearing exist a.e. but in a weak sense.

This thesis is a collection of papers as we will explain in more details in section 1.3
of this chapter by giving a brief outline of the thesis structure. Some of these papers
are joint papers with other researchers at the University of Reading. In these papers
we developed theories in the nonlinear PDEs field of study mentioned above.

1.2 Literature review

Due to the vastness of the field, it is not easy to include a comprehensive literature
review. A significant amount of the literature is reviewed in the introductions of the
papers that are included in the chapters of this thesis. However, we will try to preview
briefly the general outlines of the most important previous studies in this field, that
inspired the new progress in this thesis. We will list these previous studies in an order
corresponding to the order of the papers that inspired by them as they appear in the
chapters of this thesis.

1.2.1 Near operators theory

In 1989, S. Campanato [22] has introduced the notion of “near operators” for
studying the existence of solutions of elliptic differential equations and systems. In
1994, he has introduced in his work [25] a strong ellipticity condition which is a
condition of nearness between operators. He also has presented a theory of nearness
of mappings say F ,A defined on a set Ω ⊆ X taking values in a Banach space X. He
has proved that F is injective, surjective or bijective if and only if F is near A with
these properties. The “Campanato” ellipticity condition states that if F ,A : X −→ X
are two mappings from the set X 6= ∅ into the Banach space (X, ‖ · ‖). If there is a
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constant K ∈ (0, 1) such that∥∥∥F [u]−F [v]−
(
A[u]−A[v]

)∥∥∥ ≤ K
∥∥A[u]−A[v]

∥∥
for all u, v ∈ X and if A : X −→ X is a bijection, it follows that F : X −→ X is a
bijection as well.

In 1998, A. Tarsia [61] has studied a generalisation of the near operators theorem.
And in 2000, he has made a developments of the Campanato’s theory of near operators
[62], therein he showed that the theory of near operators is also applicable in more
general situations than those considered up to the time of his contribution. And also
Another contribution of A. Tarsia was [63] in 2008, wherein he has gave a short survey
of the Campanato’s near operators theory and of its applications to fully nonlinear
elliptic equations.

In 2015, N. Katzourakis [37] has introduced a new much weaker ellipticity notion
for F than the Campanato-Tarsia condition and for the first time he has considered
the case of global solutions on Ω = Rn. He applied the“K-Condition of ellipticity” to
study the existence and uniqueness of strong solutions to fully nonlinear first order
elliptic systems. We recall the “K-Condition of ellipticity” for the convenience of the
reader in the paper presented in Chapter 2.

In 2016, N. Katzourakis [40] has applied the “K-Condition of ellipticity” to study
the existence and uniqueness of global strong solutions to fully nonlinear second order
elliptic systems. For such problems, he has considered the case of global solutions on
Ω = Rn for the first time. Also, therein he showed the connection between ellipticity
and his K-Condition of ellipticity.

1.2.2 Calculus of Variations in L∞

In the early 1960s, the Calculus of Variations in L∞ has been initiated by G. Arons-
son [6–10], namely the study of supremal functionals and of their associated equations
describing critical points. It has a long history since then, but the theory was essen-
tially restricted to the scalar case. By introducing the appropriate minimality notion
for

E∞(u,Ω′) := ess sup
x∈Ω′

L (x, u(x),Du(x)) , u ∈ W 1,∞
loc (Ω,RN), Ω′ b Ω, (1.2.1)

that of absolute minimisers which states that the map u ∈ W 1,∞
loc (Rn,RN) is absolutely

minimising for (1.2.1) when for all Ω b Rn and all φ ∈ W 1,∞
0 (Ω′,RN) we have

E∞(u,Ω′) ≤ E∞(u+ φ,Ω′), (1.2.2)

3



Aronsson studied solutions u ∈ C2(Rn) of what we now call “Aronsson’s PDE” , in
the case N = 1 and the Lagrangian L is C1:

A∞u := D
(
L (·, u,Du)

)
LP (·, u,Du) = 0. (1.2.3)

which is the equivalent of the Euler-Lagrange equation for supremal functionals. In
Aronsson’s PDE above, the subscript denotes the gradient of L (x, η, P ) with respect
to P and, as it is customary, the equation is written for smooth solutions. Such maps
miss information along a hyperplane when compared to tight maps. Katzourakis
recovered the lost term which causes non-uniqueness and derived the complete Aron-
sson’s system which has discontinuous coefficients. Indeed in the early 2010s, N.
Katzourakis has started to initiate the systematic study of the vector-valued case in
a series of papers [37–42, 44, 46–49], and in [37] N. Katzourakis has recovered, for the
first time, the lost term which causes non-uniqueness, and has derived the complete
Aronsson system which has discontinuous coefficients. One of the important outcomes
of this systematic study of the vector-valued case is what we call the ∞-Laplacian.
The ODE system associated to (1.2.1) for smooth maps u : Ω ⊆ R −→ RN turns out
to be

F∞
(
·, u,Du,D2u

)
= 0, on Ω, (1.2.4)

where

F∞(x, η, P,X) :=
[
LP (x, η, P )⊗LP (x, η, P )

+ L (x, η, P )[LP (x, η, P )]⊥LPP (x, η, P )
]
X

+
(
Lη(x, η, P ) · P + Lx(x, η, P )

)
LP (x, η, P )

+ L (x, η, P )
[
LP (x, η, P )

]⊥(
LPη(x, η, P )P

+ LPx(x, η, P ) − Lη(x, η, P )
)
.

(1.2.5)

Quite unexpectedly, in the case N ≥ 2 the Lagrangian needs to be C2 for the equa-
tion to make sense, whilst the coefficients of the full system are discontinuous ; for
more details we refer to the papers cited above. In (1.2.5) the notation of subscripts
symbolises derivatives with respect to the respective variables and

[
LP (x, η, P )

]⊥ is
the orthogonal projection to the hyperplane normal to LP (x, η, P ) ∈ RN :[

LP (x, η, P )
]⊥

:= I− sgn
(
LP (x, η, P )

)
⊗ sgn

(
LP (x, η, P )

)
. (1.2.6)

which plays the role of the Euler-Lagrange equation and arises in connection with
variational problems for supremal functional.
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1.2.2.1 Vectorial Absolute Minimisers

In the early 1960s, G.Aronsson has introduced the appropriate minimality notion in
L∞ to the scalar case which is the “Absolute minimality” notion explained in (1.2.2).
He considered to be the first to note the locality problems associated to supremal
functional. He has proved the equivalence between the so-called Absolute Minimisers
and solutions of the analogue of the Euler-Lagrange equation which is associated to
supremal functional under C2 smoothness hypotheses.

In 2001, Barron-Jensen-Wang [15, 16] have made a notable contribution. They
have studied existence of Absolute Minimisers in the “rank-1” cases. However, their
study was under a certain assumptions. More precisely, in [15] they studied the lower
semicontinuity properties and existence of minimiser of the functional

F (u) = ess sup
x∈Ω

f (x, u(x),Du(x))

among other assumptions they assumed that for any (x, η) ∈ Rn × RN the func-
tion f(x, η, ·) is weak Morrey quasiconvex, which means for all P ∈ RNn, and
φ ∈ W 1,∞(Ω,RN) the measurable function f : RNn −→ R satisfy

f(P ) ≤ ess sup
x∈Ω

f (P + DΦ(x)) on W 1,∞
0 (Ω,RN).

Also in [16] they proved that when N = 1 so that u : Rn −→ R, or when n = 1
and u : R −→ RN , there exists an absolute minimiser for F under appropriat growth
and coercivity assumptions on f . More precisely, the first assumption is that for
each (x, η) ∈ Rn × RN , the function P 7−→ f(x, η, P ) is quasiconvex. The second
assumption is that there exist non-negative constants C1, C2, C3, and 0 < q ≤ r < +∞
and a positive locally bounded function h : Rn × R −→ [0,+∞) such that for all
(x, η, P ) ∈ Rn × RN × RNn

C1|P |q − C2 ≤ f(x, η, P ) ≤ h(x, η)|P |r + C3.

They needed further assumption for the case N > n = 1, they assumed that the
above hypotheses holds for C2 = C3 = 0, which implies

f(x, η, 0) = 0, for all (x, η) ∈ R× RN .

In 2012, N. Katzourakis [37] has established that Aronsson’s notion of Absolute Min-
imals adapted to the vector case indeed leads to solutions of the tangential system

(A>,∞u)α :=
(
LPαi(·, u,Du)LPβj(·, u,Du)

)
D2
iju

+ LPαi(·, u,Du)
(
Lηβ(·, u,Du)Diuβ + Lxi(·, u,Du)

)
= 0,

but the question of how to describe variationally the full ∞-Laplacian system re-
mained open. He also showed that the tangential system is not sufficient for Absolute
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Minimality.

In 2017, N. Katzourakis [47] has studied the problem of Absolutely minimising gen-
eralised solutions to the equations of one-dimensional vectorial calculus of variations
in L∞, under certain different structural assumptions from that of Barron-Jensen-
Wang. He assumed: strong convexity, smoothness and structural assumptions. By
the structural assumptions we mean that he assumed the Lagrangian can be written
in the following form

L (x, η, P ) := H
(
x, η,

1

2

∣∣P − V (x, η)
∣∣2).

For more details we refer to the introduction of the paper presented in Chapter 3.

1.2.2.2 Structure of ∞-Harmonic maps

By the ∞-Harmonic maps we mean the solutions of the ∞-Laplacian.

Given a map u : Ω ⊆ Rn −→ R. The ∞-Laplace equation is the PDE

∆∞u := Du⊗Du : D2u = 0 in Ω,

this equation was first derived by G. Aronsson [6–10] as the governing equation for
the so-called absolute minimizer u of the L∞ variational problem of minimizing

I[v] := ess sup
Ω

|Dv| ,

among Lipschitz continuous functions v taking prescribed boundary values on ∂Ω.

For a map u : Ω ⊆ Rn −→ RN , the ∞-Laplacian is the system

∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥⊗ I
)

: D2u = 0 in Ω.

The∞-Laplacian plays the role of the Euler-Lagrange equation and arises in connex-
ion with variational problems for the supremal functional

E∞(u,Ω) := ‖Du‖L∞(Ω), u ∈ W 1,∞(Ω,RN).

In 2013, N. Katzourakis [38] constructed new explicit smooth solutions for the case
when the dimensions of the domain and the target of the solution are n = N = 2,
namely smooth 2D ∞ -Harmonic maps whose interfaces have triple junctions and
non-smooth corners and are given by the explicit formula

u(x, y) :=

∫ x

y

eiK(t)dt. (1.2.7)

Indeed, for K ∈ C1(R,R) with ‖K‖L∞(R) <
π
2
, (1.2.7) defines C2 ∞-Harmonic map

6



whose phases are as shown in Figures 1(a), 1(b) below,when K qualitatively behaves
as shown in the Figures 2(a), 2(b) respectively.

Figure 1(a). Figure 1(b).

Figure 2(a). Figure 2(b).

Also, on the phase Ω1 the ∞ -Harmonic map (1.2.7) is given by a scalar ∞ -Har-
monic function times a constant vector, and on the phase Ω2 it is a solution of the
vectorial Eikonal equation. The high complexity of these solutions provides further
understanding of the∞-Laplacian and limits what might be true in future regularity
considerations of the interfaces.

In 2014, N. Katzourakis [40] among other interesting things studied the variational
structure of ∞ -Harmonic maps. He introduced L∞ variational principle, and has
established maximum and minimum principles for the gradient of∞-Harmonic maps
of full rank.

In 2014, N. Katzourakis [41] besides other interesting things he studied the struc-
ture of 2D∞-Harmonic mappings. He has established a rigidity theorem for rank-one
maps, and analysed a phenomenon of separation of the solutions to phases with qual-
itatively different behaviour.

In 2016, N. Katzourakis and T. Pryer [53] introduced numerical approximations
of ∞-Harmonic mappings when the dimension of the domain of the solutions is n
= 2 and the dimension of the target is N = 2, 3. This contribution demonstrate
interesting and unexpected phenomena occurring in L∞ and provide insights on the
structure of general solutions and the natural separation to phases they present.

For more details we refer to the introductions of the papers presented in Chapters
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4 and 5.

1.3 Organisation of thesis

The main aim of this thesis is to advance and develop some new and recent ideas
about the field of non-divergence systems of nonlinear PDEs. We have achieved this
goal by submitting, publishing and having preprint papers in different aspects of
the field of non-divergence systems of nonlinear PDEs. This thesis is a collection of
these papers, and each paper presents a chapter starting from Chapter 2 as it will be
explained in the outline of the thesis structure below.

Chapter 1 is dedicated for the background and motivations. We start the chapter
with short introduction about the field of the study. Then, we give a brief literature
review. And then the organisation of thesis.

In Chapter 2 we present the joint paper with Katzourakis [3]. The estimated
percentage contribution is 50%. This paper has been published online in May 2016
in the journal Advances in Nonlinear Analysis (ANONA). In this paper, we work
on the problem of proving the existence and uniqueness of global strong solutions
u : Rn −→ RN to fully nonlinear first order elliptic system.

F (·,Du) = f, a.e. on Rn,

where n ≥ 3, N ≥ 2 and F : Rn × RNn −→ RN is a Carathéodory map. After
a short introduction, we will firstly recall the theorem of existence - uniqueness -
representation introduced in [43]. Then, we recall the strict ellipticity condition of the
Katzourakis“ K-Condition of ellipticity” taken from [43] in an alternative form which
is more convenient for our analysis. And also, we recall the theorem of Campanato.
After that we introduce our new hypothesis of ellipticity which we refer to as the “AK-
Condition” which states that if we have an elliptic reference linear map A : RNn −→
RN , then we say that a Carathéodory map F : Rn × RNn −→ RN is elliptic
with respect to A when there exists a positive function α with α, 1/α ∈ L∞(Rn) and
β, γ > 0 with β + γ < 1 such that∣∣∣α(x)

[
F (x,X + Y )− F (x, Y )

]
− A : X

∣∣∣ ≤ β ν(A)|X| + γ |A : X|,

for all X, Y ∈ RNn and a.e. x ∈ Rn. Here ν(A) is the ellipticity constant of A. Then
for fixed constant α ∈ (0, 1/2] we give an example shows that there exist even linear
constant“coefficients” F (x,X) := 1

α
A : X, which are elliptic in the sense of our AK-

Condition but are not elliptic in the sense of K-Condition of ellipticity with respect
to a specific elliptic reference linear map A which is the Cauchy-Riemann tensor

A =

[
1 0 0 1
0 −1 1 0

]
.
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Then, for fixed c, b > 0 such that c + b < 1 and
√

2c + b > 1 and a unit vector
η ∈ RNwe give a more elaborate example the Lipschitz function F ∈ C0

(
R2×2

)
, given

by:
F (x,X) := A : X + η ·

(
b
∣∣X∣∣+ c

∣∣A : X
∣∣),

where A is again the Cauchy-Riemann tensor. This example shows that even if we
ignore the rescaling function and normalise it, AK-Condition is still more general
than K-Condition of ellipticity. Then, we introduce and prove a lemma in which we
show that our ellipticity assumption can be seen as a notion of pseudo-monotonicity
coupled by a global Lipschitz continuity property. Finally, we introduce and prove
the main result of this paper which is the theorem of“ Existence-Uniqueness” states
that for n ≥ 3, N ≥ 2 and a Carathéodory map F : Rn × RN×n −→ RN satisfying
the “AK-Condition” with respect to an elliptic reference tensor A.

(1) For any two maps v, u ∈ W 1;2∗,2(Rn,RN), we have the estimate

‖v − u‖W 1;2∗,2(Rn) ≤ C
∥∥F (·, Dv)− F (·, Du)

∥∥
L2(Rn)

for some C > 0 depending only on F . Hence, the PDE system F (·,Du) = f has at
most one solution.

(2) Suppose further that F (x, 0) = 0 for a.e. x ∈ Rn. Then for any f ∈ L2(Rn,RN),
the system

F (·,Du) = f, a.e. on Rn,

has a unique solution u in the space W 1;2∗,2(Rn,RN) which also satisfies the estimate

‖u‖W 1;2∗,2(Rn) ≤ C‖f‖L2(Rn)

for some C > 0 depending only on F .

In Chapter 3 we present the joint paper with Katzourakis [4]. The estimated
percentage contribution is 50%. This paper has been published in December 2016 in
Proceedings of the American Mathematical Society (AMS). In this paper we prove
the existence of vectorial Absolute Minimisers with given boundary values to the
supremal functional

E∞(u,Ω′) := ess sup
x∈Ω′

L (x, u(x),Du(x)) , u ∈ W 1,∞
loc (Ω,RN), Ω′ b Ω,

applied to maps u : Ω ⊆ R −→ RN , N ∈ N. First we give a brief introduction. Then,
we introduce the main result of the paper the theorem of“ Existence of vectorial
Absolute Minimisers”, which states that if Ω ⊆ R is bounded open interval and

L : Ω× RN × RN −→ [0,∞),

is a given continuous function with N ∈ N. We assume that:

1. For each (x, η) ∈ Ω × RN , the function P 7−→ L (x, η, P ) is level-convex, that
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is for each t ≥ 0 the sublevel set{
P ∈ RN : L (x, η, P ) ≤ t

}
is a convex set in RN .

2. there exist non-negative constants C1, C2, C3, and 0 < q ≤ r < +∞ and a
positive locally bounded function h : R × RN −→ [0,+∞) such that for all
(x, η, P ) ∈ Ω× RN × RN

C1|P |q − C2 ≤ L (x, η, P ) ≤ h(x, η)|P |r + C3.

Then, for any affine map b : R −→ RN , there exist a vectorial Absolute Minimiser
u∞ ∈ W 1,∞

b (Ω,RN) of the supremal functional mentioned above.

After that, for the convenience of the reader we recall the Jensen’s inequality for
level-convex functions. And then we recall a lemma of [16] in which they proved the
existence of a vectorial minimise. Finally we give the proof of the main result of the
paper.

In Chapter 4 we present the joint preprint paper with Katzourakis and Ayanbayev
[2]. The estimated percentage contribution is 30%. In this paper we study the rigidity
and flatness of the image of certain classes of∞-Harmonic and p-Harmonic maps. We
start by giving a brief introduction. And we continue by recalling the L∞ variational
principle introduced in [40]. As a generalisation of this theorem we then give our
first main result which is the theorem of rigidity and flatness of rank-one maps with
tangential Laplacian, which states that if Ω ⊆ Rn is an open set and n,N ≥ 1. Let
u ∈ C2(Ω,RN) be a solution to the nonlinear system [[Du]]⊥∆u = 0 in Ω, satisfying
that the rank of its gradient matrix is at most one:

rk(Du) ≤ 1 in Ω.

Then, its image u(Ω) is contained in a polygonal line in RN , consisting of an at most
countable union of affine straight line segments (possibly with self-intersections).

Then, we give an example shows in general rank-one solutions for the system under
consideration can not have affine image but only piecewise affine. After the example
we give the theorem of the rigidity of p-Harmonic maps which is a consequence of
the first main theorem, this consequence states that if Ω ⊆ Rn is an open set and
n,N ≥ 1. Let u ∈ C2(Ω,RN) be a p-Harmonic map in Ω for some p ∈ [2,∞). Suppose
that the rank of its gradient matrix is at most one:

rk(Du) ≤ 1 in Ω.

Then, the same result as in theorem above is true.

In addition, there exists a partition of Ω to at most countably many Borel sets,
where each set of the partition is a non-empty open set with a (perhaps empty)
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boundary portion, such that, on each of these, u can be represented as

u = ν ◦ f.

Here, f is a scalar C2 p-Harmonic function (for the respective p ∈ [2,∞)), defined
on an open neighbourhood of the Borel set, whilst ν : R −→ RN is a Lipschitz curve
which is twice differentiable and with unit speed on the image of f .

At the end of the chapter we list the proofs of the main result and its consequence.

In Chapter 5 we present the single authored preprint paper [1]. in which we study
the phase separation of n−dimensional∞-Harmonic mappings. We start the chapter
by giving a brief introduction. Then, we recall the theorem of the structure of 2D ∞
-Harmonic maps from [41]. Next to that we introduce the main result of this paper
which generalise the results of [41] to higher dimensions, we refer to it by “ Phase
separation of n-dimensional ∞-Harmonic mappings”, which states that if Ω ⊆ Rn is
a bounded open set, and let u : Ω −→ RN , N ≥ n ≥ 2, be an ∞-Harmonic map in
C2
(
Ω,RN

)
, that is a solution to the ∞-Laplace system

∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥ ⊗ I
)

: D2u = 0, on Ω.

Then, there exist disjoint open sets
(
Ωr

)n
r=1
⊆ Ω, and a closed nowhere dense set S

such that Ω = S
⋃( n⋃

i=1

Ωi

)
such that:

(i) On Ωn we have rk(Du) ≡ n and the map u : Ωn −→ RN is an immersion and
solution of the Eikonal equation:

|Du|2 = C2 > 0.

The constant C may vary on different connected components of Ωn.

(ii) On Ωr we have rk(Du) ≡ r, where r is integer in {2, 3, 4, ..., (n − 1)}, and
|Du(γ(t))| is constant along trajectories of the parametric gradient flow of u(γ(t,
x, ξ)) {

γ̇(t, x, ξ) = ξ>Du
(
γ(t, x, ξ)

)
, t ∈ (−ε, 0)

⋃
(0, ε),

γ(0, x, ξ) = x,

where ξ ∈ SN−1, and ξ /∈ N
(
Du
(
γ(t, x, ξ)

)>)
.

(iii) On Ω1 we have rk(Du) ≤ 1 and the map u :Ω1 −→ RN is given by an essentially
scalar ∞-Harmonic function f :Ω1 −→ R:

u = a+ ξf, ∆∞f = 0, a ∈ RN , ξ ∈ SN−1.

The vectors a, ξ may vary on different connected components of Ω1.

(iv) On S, when S ⊇ ∂Ωp ∩ ∂Ωq = ∅ for all p and q such that 2 ≤ p < q ≤ n − 1,
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then we have that |Du|2 is constant and also rk(Du) ≡ 1. Moreover on

∂Ω1 ∩ ∂Ωn ⊆ S,

(when both 1D and nD phases coexist), we have that u :S −→ RN is given by
an essentially scalar solution of the Eikonal equation:

u = a+ ξf, |Df |2 = C2 > 0, a ∈ RN , ξ ∈ SN−1.

On the other hand, if there exist some r and q such that 2 ≤ r < q ≤ n − 1,
then on S ⊇ ∂Ωr ∩ ∂Ωq 6= ∅ (when both rD and qD phases coexist), we have
that rk(Du) ≡ r and we have same result as in (ii) above.

In the preliminaries section, for the convenience of the reader we recall the theorem
of rigidity of rank-one maps, proved in [41], which will be used in the proof of the
main result and we also recall the proposition of Gradient flows for tangentially ∞
-Harmonic maps which introduced in [37] and its improved modification lemma in
[40]. We end up the chapter by giving the proof of the main result of the paper.

In Chapter 6 we discuss the conclusions and the future work.
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Chapter 2

On the Well-Posedness of Global
Fully Nonlinear First Order
Elliptic Systems

2.1 Introduction

In this chapter we present the joint paper with Katzourakis [3]. The estimated
percentage contribution is 50%. This paper has been published online in May 2016
in the journal Advances in Nonlinear Analysis (ANONA). In this paper we consider
the problem of existence and uniqueness of global strong solutions u : Rn −→ RN to
the fully nonlinear first order PDE system

F (·,Du) = f, a.e. on Rn, (2.1.1)

where n ≥ 3, N ≥ 2 and F : Rn × RNn −→ RN is a Carathéodory map. The latter
means that F (·, X) is a measurable map for all X ∈ RNn and F (x, ·) is a continuous
map for almost every x ∈ Rn. The gradient Du : Rn −→ RNn of our solution
u = (u1, ..., uN)> is viewed as an N × n matrix-valued map Du = (Diuα)α=1...N

i=1...n and
the right hand side f is assumed to be in L2(Rn,RN).

The method we use in this paper to study (2.1.1) follows that of the recent pa-
per [43] of the second author. Therein the author introduced and employed a new
perturbation method in order to solve (2.1.1) which is based on the solvability of the
respective linearised system and a structural ellipticity hypothesis on F , inspired by
the classical work of Campanato in the fully nonlinear second order case F(·,D2u) = f
(see [20–27] and [61–63]). Loosely speaking, the ellipticity notion of [43] requires that
F is “not too far away” from a linear constant coefficient first order differential oper-
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ator. In the linear case of constant coefficients, F assumes the form

F (x,X) =
N∑

α,β=1

n∑
j=1

AαβjXβj e
α,

for some linear map A : RNn −→ RN . We will follow almost the same conventions as
in [43], for instance we will denote the standard bases of Rn, RN and RN×n by {ei},
{eα} and {eα ⊗ ei} respectively. In the linear case, (2.1.1) can be written as

N∑
β=1

n∑
j=1

AαβjDjuβ = fα, α = 1, ..., N,

and compactly in vector notation as

A : Du = f. (2.1.2)

The appropriate well-known notion of ellipticity in the linear case is that the nullspace
of the linear map A contains no rank-one lines. This requirement can be quantified
as

|A : ξ ⊗ a| > 0, when ξ 6= 0, a 6= 0 (2.1.3)

which says that all rank-one directions ξ ⊗ a ∈ RNn are transversal to the nullspace.
A prototypical example of such operator A : R2×2 −→ R2 is given by

A =

[
1 0 0 1
0 −1 1 0

]
(2.1.4)

and corresponds to the Cauchy-Riemann PDEs. In [43] the system (2.1.1) was proved
to be well-posed by solving (2.1.2) via Fourier transform methods and by utilising the
following ellipticity notion: (2.1.1) is an elliptic system (or F is elliptic) when there
exists a linear map

A : RNn −→ RN

which is elliptic in the sense of (2.1.3) and

ess sup
x∈Rn

sup
X,Y ∈RNn,X 6=Y

∣∣[F (x, Y )− F (x,X)
]
− A : (Y −X)

∣∣
|Y −X|

< ν(A), (2.1.5)

where
ν(A) := min

|η|=|a|=1

∣∣A : η ⊗ a
∣∣ (2.1.6)

is the “ellipticity constant” of A. This notion was called “K-Condition” in [43]. The
functional space in which well posedness was obtained is the so-called J.L. Lions space

W 1;2∗,2(Rn,RN) :=
{
u ∈ L2∗(Rn,RN) : Du ∈ L2(Rn,RNn)

}
. (2.1.7)
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Here 2∗ is the conjugate Sobolev exponent

2∗ =
2n

n− 2
,

where n > 2 (note that “L2∗” means “Lp for p = 2∗”, not duality) and the natural
norm of the space is

‖u‖W 1;2∗,2(Rn) := ‖u‖L2∗ (Rn) + ‖Du‖L2(Rn).

In [43] only global strong a.e. solutions on the whole space were considered and for
dimensions n ≥ 3 and N ≥ 2, in order to avoid the compatibility difficulties which
arise in the case of the Dirichlet problem for first order systems on bounded domains
and because the case n = 2 has been studied quite extensively.

In this paper we follow the method introduced in [43] and we prove well-posedness
of (2.1.1) in the space (2.1.7) for the same dimensions n ≥ 3 and N ≥ 2. This is the
content of our Theorem 2.4.1, whilst we also obtain an a priori quantitative estimate
in the form of a “comparison principle” for the distance of two solutions in terms of
the distance of the respective right hand sides of (2.1.1). The main advance in this
paper which distinguishes it from the results obtained in [43] is that we introduce a
new notion of ellipticity for (2.1.1) which is strictly weaker than (2.1.5), allowing for
more general nonlinearities F to be considered. Our new hypothesis of ellipticity is
inspired by an other recent work of the second author [45] on the second order case.
We will refer to our condition as the “AK-Condition” (Definition 2.3.1). In Examples
2.3.2, 2.3.3 we demonstrate that the new condition is genuinely weaker and hence our
results indeed generalise those of [43]. Further, motivated by [45] we also introduce
a related notion which we call pseudo-monotonicity and examine their connection
(Lemma 2.3.4). The idea of the proof of our main result Theorem 2.4.1 is based, as in
[43], on the solvability of the linear system, our ellipticity assumption and on a fixed
point argument in the form of Campanato’s near operators, which we recall later for
the convenience of the reader (Theorem 2.2.3).

We conclude this introduction with some comments which contextualise the stand-
ing of the topic and connect to previous contributions by other authors. Linear elliptic
PDE systems of the first order are of paramount importance in several branches of
Analysis like for instance in Complex and Harmonic Analysis. Therefore, they have
been extensively studied in several contexts (see e.g. Buchanan-Gilbert [35], Begehr-
Wen [17]), including regularity theory of PDE (see chapter 7 of Morrey’s exposition
[58] of the Agmon-Douglis-Nirenberg theory), Differential Inclusions and Compen-
sated Compactness theory (Di Perna [32], Müller [57]), as well as Geometric Analysis
and the theory of differential forms (Csató-Dacorogna-Kneuss [29]).

However, except for the paper [43] the fully nonlinear system (2.1.1) is much less
studied and understood. By using the Baire category method of the Dacorogna-
Marcellini [31] (which is the analytic counterpart of Gromov’s geometric method of
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Convex Integration), it can be shown that the Dirichlet problem{
F (·,Du) = f, in Ω,

u = g, on ∂Ω,
(2.1.8)

has infinitely many strong a.e. solutions in W 1,∞(Ω,RN), for Ω ⊆ Rn, g a Lipschitz
map and under certain structural coercivity and compatibility assumptions. However,
roughly speaking ellipticity and coercivity of F are mutually exclusive. In particular,
it is well known that the Dirichlet problem (2.1.8) is not well posed when F is either
linear or elliptic.

Further, it is well known that single equations, let alone systems of PDE, in gen-
eral do not have classical solutions. In the scalar case N = 1, the theory of Viscos-
ity Solutions of Crandall-Ishii-Lions (we refer to [42] for a pedagogical introduction
of the topic) furnishes a very successful setting of generalised solutions in which
Hamilton-Jacobi PDE enjoy strong existence-uniqueness theorems. However, there
is no counterpart of this essentially scalar theory for (non-diagonal) systems. The
general approach of this paper is inspired by the classical work of Campanato quoted
earlier and in a nutshell consists of imposing an appropriate condition that allows to
prove well-posedness in the setting of the intermediate theory of strong a.e. solutions.
Notwithstanding, very recently the second author in [48] has proposed a new theory
of generalised solutions in the context of which he has already obtained existence and
uniqueness theorems for second order degenerate elliptic systems. We leave the study
of the present problem in the context of “D-solutions” introduced in [48] for future
work.

2.2 Preliminaries

In this section we collect some results taken from our references which are needed
for the main results of this paper. The first one below concerns the existence and
uniqueness of solutions to the linear first order system with constant coefficient

A : Du = f, a.e. on Rn,

with A : RNn −→ RN elliptic in the sense of (2.1.3), namely when the nullspace of A
does not contain rank-one lines. By the compactness of the torus, it can be rewritten
equivalently as

|A : ξ ⊗ a| ≥ ν |ξ||a|, ξ ∈ RN , a ∈ Rn, (2.2.1)

for some constant ν > 0, which can be chosen to be the ellipticity constant of A given
by (2.1.6). One can easily see that (2.2.1) can be rephrased as

min
|a|=1

∣∣ det(Aa)
∣∣ > 0, (2.2.2)
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where Aa is the N ×N matrix given by

Aa :=
N∑

α,β=1

n∑
j=1

(Aαβj aj) e
α ⊗ eβ.

It is easy to exhibit examples of tensors A satisfying (2.2.1). A map A : R2×2 −→ R2

satisfying it is

A =

[
κ 0 0 λ
0 −µ ν 0

]
,

where κ, λ, µ, ν > 0. A higher dimensional example of map A : R4×3 −→ R4 is

A =


1 0 0 0 −1 0 0 0 −1 0 0 0
0 1 0 1 0 0 0 0 0 0 0 −1
0 0 1 0 0 0 1 0 0 0 1 0
0 0 0 0 0 1 0 −1 0 1 0 0


which corresponds to the electron equation of Dirac in the case where there is no
external force. For more details we refer to [43].

2.2.1 Theorem [Existence-Uniqueness-Representation, cf.[43]]

Let n ≥ 3, N ≥ 2, A : RNn −→ RN a linear map satisfying (2.2.1) and f ∈
L2(Rn,RN). Then, the system

A : Du = f, a.e. on Rn,

has a unique solution u in the space W 1;2∗,2(Rn,RN) (see (2.1.7)), which also satisfies
the estimate

‖u‖W 1;2∗,2(Rn) ≤ C‖f‖L2(Rn) (2.2.3)

for some C > 0 depending only on A. Moreover, the solution can be represented
explicitly as:

u = − 1

2πi
lim
m→∞

{
ĥm ∗

[
cof (Asgn)>

det(Asgn)

∨
f

]∧}
. (2.2.4)

In (2.2.4), (hm)∞1 is any sequence of even functions in the Schwartz class S(Rn)
satisfying

0 ≤ hm(x) ≤ 1

|x|
and hm(x) −→ 1

|x|
, for a.e. x ∈ Rn, as m→∞.

The limit in (2.2.4) is meant in the weak L2∗ sense as well as a.e. on Rn, and u is
independent of the choice of sequence (hm)∞1 .

In the above statement, “sgn” symbolise the sign function on Rn, namely sgn(x) =
x/|x| when x 6= 0 and sgn(0) = 0. , “cof” and “det” symbolise the cofactor and the
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determinant on RN×N respectively. Although the formula (2.2.4) involves complex
quantities, u above is a real vectorial solution. Moreover, the symbol “̂” stands for
Fourier transform (with the conventions of [34]) and “ ∨ ” stands for its inverse.

Next, we recall the strict ellipticity condition of the second author taken from [43]
in an alternative form which is more convenient for our analysis. We will relax it in
the next section. Let

A : RNn −→ RN

be a fixed reference linear map satisfying (2.2.1).

2.2.2 Definition [K-Condition of ellipticity, cf. [43]]

Let F : Rn × RNn −→ RN be a Carathéodory map. We say that F is elliptic with
respect to A when there exists 0 < β < 1 such that for all X, Y ∈ RNn and a.e.
x ∈ Rn, we have ∣∣∣[F (x,X + Y )− F (x,X)

]
− A : Y

∣∣∣ ≤ β ν(A) |Y |, (2.2.5)

where ν(A) is given by (2.1.6).

Finally, we recall the next classical result of Campanato taken from [25] which is
needed for the proof of our main result Theorem 2.4.1:

2.2.3 Theorem [Campanato]

Let F ,A : X −→ X be two mappings from the set X 6= ∅ into the Banach space
(X, ‖ · ‖). If there is a constant K ∈ (0, 1) such that∥∥∥F [u]−F [v]−

(
A[u]−A[v]

)∥∥∥ ≤ K
∥∥A[u]−A[v]

∥∥ (2.2.6)

for all u, v ∈ X and if A : X −→ X is a bijection, it follows that F : X −→ X is a
bijection as well.

2.3 The AK-Condition of Ellipticity for Fully Non-

linear First Order Systems

In this section we introduce and study a new ellipticity condition for the PDE sys-
tem (2.1.1)which relaxes the K-Condition Definition 2.2.2 and still allows to prove
existence and uniqueness of strong solutions to

F (·,Du) = f, a.e. on Rn
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in the functional space (2.1.7). Let

A : RNn −→ RN

be an elliptic reference linear map satisfying (2.2.1).

2.3.1 Definition [The AK-Condition of ellipticity]

Let n,N ≥ 2 and
F : Rn × RNn −→ RN

a Carathéodory map. We say that F is elliptic with respect to A when there exists a
positive function α with α, 1/α ∈ L∞(Rn) and β, γ > 0 with β + γ < 1 such that∣∣∣α(x)

[
F (x,X + Y )− F (x, Y )

]
− A : X

∣∣∣ ≤ β ν(A)|X| + γ |A : X|. (2.3.1)

for all X, Y ∈ RNn and a.e. x ∈ Rn. Here ν(A) is the ellipticity constant of A given
by (2.1.6).

Nontrivial fully nonlinear examples of maps F which are elliptic in the sense of
the Definition 2.3.1 above are easy to find. Consider any fixed map A : RNn −→ RN

for which ν(A) > 0 and any Carathéodory map

L : Rn × RNn −→ RN

which is Lipschitz with respect to the second variable and∥∥L(x, ·)
∥∥
C0,1(RNn)

≤ β ν(A), for a.e. x ∈ Rn

for some 0 < β < 1. Let also α be a positive essentially bounded function with 1/α
essentially bounded as well. Then, the map F : Rn × RNn −→ RN given by

F (x,X) :=
1

α(x)

(
A : X + L(x,X)

)
satisfies Definition 2.3.1, since∣∣∣α(x)

[
F (x,X + Y )− F (x, Y )

]
− A : X

∣∣∣ ≤ ∣∣L(x,X + Y )− L(x, Y )
∣∣

≤ β ν(A)|X|

≤ β ν(A)|X| +
1− β

2
|A : X|.

As a consequence, F satisfies the AK-Condition for the same function α(·) and for
the constants β and γ = (1− β)/2.

The following example shows that, given a reference tensor A, there exist even
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linear constant “coefficients” F which are elliptic with respect to A in the sense of
our AK-Condition Definition 2.3.1 but which are not elliptic with respect to A in the
sense of Definition 2.2.2 of [43].

2.3.2 Example

Fix a constant α ∈ (0, 1/2] and consider the linear map F given by

F (x,X) :=
1

α
A : X,

where A is the Cauchy-Riemann tensor of (2.1.4). Then, F is elliptic in the sense
of Definition 2.3.1 with respect to A for α(·) ≡ α and any β, γ > 0 with β + γ < 1,
but it is not elliptic with respect to A in the sense of Definition 2.2.2. Indeed for any
X, Y ∈ RNn we have:∣∣∣α[F (·, X + Y )− F (·, Y )

]
− A : X

∣∣∣ =

∣∣∣∣α [ 1

α
A : (X + Y )− 1

α
A : Y

]
− A : X

∣∣∣∣
= 0

≤ βν(A)|X| + γ |A : X|.

On the other hand, by (2.1.4) and (2.1.6) we have that ν(A) = 1. Moreover, for

X0 :=

[
1 1
1 1

]
we have |X0| = 2 and |A : X0| = 2. Hence, for any Y ∈ RNn we have∣∣∣[F (·, X0 + Y )− F (·, Y )

]
− A : X0

∣∣∣ =

∣∣∣∣[ 1

α
A : (X0 + Y )− 1

α
A : Y

]
− A : X0

∣∣∣∣
=

∣∣∣∣ 1αA : X0 − A : X0

∣∣∣∣
=
∣∣A : X0

∣∣ ∣∣∣∣ 1α − 1

∣∣∣∣
= 2

(
1

α
− 1

)
≥ 2

= ν(A) |X0|,

where we have used that (1/α)− 1 ≥ 1. Our claim ensues.

The essential point in the above example that makes Definition 2.3.1 more general
than Definition 2.2.2 was the introduction of the rescaling function α(·). Now we give
a more elaborate example which shows that even if we ignore the rescaling function
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α and normalise it to α(·) ≡ 1, Definition 2.3.1 is still more general than Definition
2.2.2 with respect to the same fixed reference tensor A.

2.3.3 Example

Fix c, b > 0 such that c+ b < 1 and
√

2c+ b > 1 and a unit vector η ∈ RN . Consider
the Lipschitz function F ∈ C0

(
R2×2

)
, given by:

F (x,X) := A : X + η ·
(
b
∣∣X∣∣+ c

∣∣A : X
∣∣), (2.3.2)

where A is again the Cauchy-Riemann tensor (2.1.4). Then, this F satisfies∣∣∣[F (·, X + Y )− F (·, X)
]
− A : Y

∣∣∣ ≤ β ν(A)|Y | + γ
∣∣A : Y

∣∣, (2.3.3)

for some β, γ > 0 with β + γ < 1, but does not satisfy (2.3.3) with γ = 0 for any
0 < β < 1 for the same A. Hence, F satisfies Definition 2.3.1 (even if we fix α(·) ≡ 1)
but it does not satisfy Definition 2.2.2. Indeed we have:∣∣∣A : Y−

[
F (·, X + Y )− F (·, X)

]∣∣∣
=
∣∣∣A : Y − A : Y − bη

(
|X + Y | − |X|

)
− cη

(∣∣A : (X + Y )
∣∣− |A : X|

)∣∣∣
≤ b|η|

∣∣∣|X + Y | − |X|
∣∣∣ + c|η|

∣∣∣|A : X + A : Y | − |A : X|
∣∣∣

≤ b|Y | + c|A : Y |

and hence (2.3.3) holds for β = b and γ = c. On the other hand, we choose

X0 := 0, Y0 :=

[
1 ζ
ζ 1

]
, ζ :=

1− b√
2c2 − (1− b)2

.

This choice of ζ is admissible because our assumption
√

2c+ b > 1 implies 2c2− (1−
b)2 > 0. For these choices of X and Y , we calculate:∣∣∣A : Y0 −

[
F (·, X0 + Y0)− F (·, X0)

]∣∣∣ =
∣∣∣A : Y0 − F (·, Y0)

∣∣∣
=
∣∣∣A : Y0 − A : Y0 − η

(
b |Y0| + c|A : Y0|

)∣∣∣
= |η|

∣∣∣b|Y0| + c|A : Y0|
∣∣∣

= b |Y0| + c |A : Y0|.

We now show that
b |Y0| + c|A : Y0| = |Y0|
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and this will allow us to conclude that (2.3.3) can not hold for any β < 1 if we impose
γ = 0. Indeed, since |Y0|2 = 2 + 2ζ2 and |A : Y0|2 = 4ζ2, we have(

1− b
)2|Y0|2 − c2|A : Y0|2 =

(
1− b

)2
2
(
1 + ζ2

)
− c2 4ζ2

= 2
(
1− b

)2
+ 2
((

1− b
)2 − 2c2

)
ζ2

= 2
(
1− b

)2
+ 2
((

1− b
)2 − 2c2

) (1− b)2

2c2 − (1− b)2

= 0.

We now show that our ellipticity assumption implies a condition of pseudo-monotonicity
coupled by a global Lipschitz continuity property. The statement and the proof are
modelled after a similar result appearing in [45] which however was in the second
order case.

2.3.4 Lemma [AK-Condition of ellipticity as Pseudo-Monoto-

nicity]

Definition 2.3.1 implies the following statements:

There exist λ > κ > 0, a linear map A : RNn −→ RN satisfying (2.1.3) a positive
function α such that α, 1/α ∈ L∞(Rn) with respect to which F satisfies

(A : Y )>
[
F (x,X + Y )− F (x,X)

]
≥ λ

α(x)
|A : Y |2 − κ

α(x)
ν(A)2|Y |2, (2.3.4)

for all X, Y ∈ RNn and a.e. x ∈ Rn. In addition, F (x, ·) is Lipschitz continuous on
RNn, essentially uniformly in x ∈ Rn; namely, there exists M > 0 such that∣∣F (x,X) − F (x, Y )

∣∣ ≤ M |X − Y | (2.3.5)

for a.e. x ∈ Rn and all X, Y ∈ RNn.

2.3.5 Proof of Lemma 2.3.4.

Suppose that Definition 2.3.1 holds for some constant β, γ > 0 with β + γ < 1, some
positive function α with α, 1/α ∈ L∞(Rn) and some linear map A : RNn −→ RN
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satisfying (2.1.3). Fix ε > 0. Then, for a.e. x ∈ RN and all X, Y ∈ RNn we have:

|A : Y |2 + α(x)2
∣∣∣F (x,X + Y )− F (x,X)

∣∣∣2
− 2α(x) (A : Y )>

[
F (x,X + Y )− F (x,X)

]
≤ β2ν(A)2|Y |2 + γ2|A : Y |2 + 2βν(A)|Y | γ|A : Y |

which implies

|A : Y |2− 2α(x) (A : Y )>
[
F (x,X + Y )− F (x,X)

]
≤ β2ν(A)2|Y |2 + γ2|A : Y |2 +

β2ν(A)2|Y |2

ε
+ εγ2|A : Y |2.

Hence,

(A : Y )>
[
F (x,X + Y )− F (x,X)

]
≥ 1

α(x)

(
1− γ2 − εγ2

2

)
|A : Y |2 − 1

α(x)

(
εβ2 + β2

2ε

)
ν(A)2|Y |2.

By choosing ε := β/γ, from the above inequality we obtain (2.3.4) for the values

λ :=
1− γ(γ + β)

2
, κ :=

β(γ + β)

2
.

These are admissible because κ > 0 and λ > κ since

λ − κ =
1− (β + γ)2

2
> 0.

In addition, again by (2.3.1) we have:

α(x)
∣∣∣F (x,X)− F (x, Y )

∣∣∣ ≤ βν(A)|X − Y | + γ
∣∣A : (X − Y )

∣∣ +
∣∣A : (X − Y )

∣∣,
and hence,∣∣∣F (x,X)− F (x, Y )

∣∣∣ ≤ 1

α(x)

(
(1 + γ)

∣∣A : (X − Y )
∣∣ + βν(A)

∣∣X − Y ∣∣)
≤

{∥∥∥∥ 1

α(·)

∥∥∥∥
L∞(Rn)

(
(1 + γ)|A|+ βν(A)

)}
|X − Y |

for a.e. x ∈ RN and all X, Y ∈ RNn, which immediately leads to (2.3.5) and the
proposition ensues.
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2.4 Well-Posedness of Global Fully Nonlinear First

Order Elliptic Systems

In this section we state and prove the main result of this paper which is the following:

2.4.1 Theorem [Existence-Uniqueness]

Assume that n ≥ 3, N ≥ 2 and let F : Rn × RN×n −→ RN be a Carathéodory map,
satisfying Definition 2.3.1 with respect to a reference tensor A which satisfies (2.2.1).

(1) For any two maps v, u ∈ W 1;2∗,2(Rn,RN) (see (2.1.7)), we have the estimate

‖v − u‖W 1;2∗,2(Rn) ≤ C
∥∥F (·, Dv)− F (·, Du)

∥∥
L2(Rn)

(2.4.1)

for some C > 0 depending only on F . Hence, the PDE system F (·,Du) = f has at
most one solution.

(2) Suppose further that F (x, 0) = 0 for a.e. x ∈ Rn. Then for any f ∈ L2(Rn,RN),
the system

F (·,Du) = f, a.e. on Rn,

has a unique solution u in the space W 1;2∗,2(Rn,RN) which also satisfies the estimate

‖u‖W 1;2∗,2(Rn) ≤ C‖f‖L2(Rn) (2.4.2)

for some C > 0 depending only on F .

2.4.2 Proof of Theorem 2.4.1.

(1) Let α and A be as in Definition 2.3.1 and fix u, v ∈ W 1;2∗,2(Rn,RN). Since A
satisfies (2.2.1), by Plancherel’s theorem (see e.g. [34]) we have:

1

ν(A)

∥∥A :
(
Dv −Du

)∥∥
L2(Rn)

=
1

ν(A)

∥∥A :
(
D̂v − D̂u

)∥∥
L2(Rn)

=
1

ν(A)

∥∥A :
(
v̂ − û

)
⊗ (2πiId)

∥∥
L2(Rn)

≥
∥∥(v̂ − û)⊗ (2πiId)

∥∥
L2(Rn)

(2.4.3)

=
∥∥D̂v − D̂u

∥∥
L2(Rn)

=
∥∥Dv −Du

∥∥
L2(Rn)

,
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where we symbolised the identity map by “Id”, which means Id(x) := x. Further, by
Definition 2.3.1 also we have∥∥∥α(·)

[
F (·,Du)− F (·,Dv)

]
− A :

(
Du−Dv

)∥∥∥
L2(Rn)

≤ βν(A)
∥∥Du−Dv

∥∥
L2(Rn)

+ γ
∥∥A :

(
Du−Dv

)∥∥
L2(Rn)

Using the estimate (2.4.3) above this gives:∥∥∥α(·)
[
F (·,Du)− F (·, Dv)

]
− A :

(
Du−Dv

)∥∥∥
L2(Rn)

≤ β
∥∥A :

(
Du−Dv

)∥∥
L2(Rn)

+ γ
∥∥A :

(
Du−Dv

)∥∥
L2(Rn)

(2.4.4)

≤
(
β + γ

)∥∥A :
(
Du−Dv

)∥∥
L2(Rn)

and hence(
β + γ

)∥∥A :
(
Du−Dv

)∥∥
L2(Rn)

≥
∥∥∥A :

(
Du−Dv

)
− α(·)

[
F (·,Du)− F (·,Dv)

]∥∥∥
L2(Rn)

≥
∥∥A :

(
Du−Dv

)∥∥
L2(Rn)

−
∥∥∥α(·)

[
F (·,Du)− F (·,Dv)

]∥∥∥
L2(Rn)

which implies the following estimate:∥∥∥α(·)
[
F (·,Du)− F (·,Dv)

]∥∥∥
L2(Rn)

≥
[
1− (β + γ)

]∥∥A :
(
Du−Dv

)
]
∥∥
L2(Rn)

≥
[
1− (β + γ)

]
ν(A)

∥∥Du−Dv
∥∥
L2(Rn)

Since β + γ < 1, we have the estimate:

‖α(·)‖L∞(Rn)[
1− (β + γ)

]
ν(A)

∥∥F (·,Du)− F (·,Dv)
∥∥
L2(Rn)

≥
∥∥Du−Dv

∥∥
L2(Rn)

. (2.4.5)

By (2.4.5), and the fact that n ≥ 3, the Gagliardo-Nirenberg-Sobolev inequality gives
the estimate

‖u− v‖W 1;2∗,2(Rn) ≤ C
∥∥F (·,Du)− F (·,Dv)

∥∥
L2(Rn)

(2.4.6)

where C > 0 depends only on F .

(2) By our assumptions on F and that F (x, 0) = 0, Lemma 2.3.4 implies that there
exists an M > 0 depending only on F , such that for any u ∈ W 1;2∗,2(Rn,RN), we
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have the estimates∥∥α(·)F (·,Du)
∥∥
L2(Rn)

=
∥∥∥α(·)

[
F (·, 0 + Du)− F (·, 0)

]∥∥∥
L2(Rn)

= M‖α(·)‖L∞(Rn)‖Du‖L2(Rn) (2.4.7)

≤ M‖α(·)‖L∞(Rn)‖u‖W 1;2∗,2(Rn)

and also
‖A : Du‖L2(Rn) ≤ ‖A‖ ‖Du‖L2(Rn) ≤ ‖A‖‖u‖W 1;2∗,2(Rn). (2.4.8)

We conclude from (2.4.7) and (2.4.8) that the differential operators{
A [u] := A : Du,

F [u] := α(·)F (·,Du),

map the functional space W 1;2∗,2(Rn,RN) into the space L2(Rn,RN). Note that The-
orem 2.2.1 proved in [43] implies that the linear operator

A : W 1;2∗,2(Rn,RN) −→ L2(Rn,RN)

is a bijection. Hence, in view of inequality (2.4.4) above and the fact that β + γ < 1,
Campanato’s nearness Theorem 2.2.3 implies that F is a bijection as well. As a result,
for any g ∈ L2(Rn,RN), the PDE system

α(·)F (·,Du) = g, a.e. on Rn,

has a unique solution u ∈ W 1;2∗,2(Rn,RN). Since α(·), 1/α(·) ∈ L∞(Rn), by selecting
g = α(·)f , we conclude that the problem

F (·,Du) = f, a.e. on Rn,

has a unique solution in W 1;2∗,2(Rn,RN). The proof of the theorem is now complete.
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Chapter 3

Existence of 1D Vectorial Absolute
Minimisers in L∞ under Minimal
Assumptions

3.1 Introduction

In this chapter we present the joint paper with Katzourakis [4]. The estimated per-
centage contribution is 50%. This paper has been published in December 2016 in
Proceedings of the American Mathematical Society (AMS). The main goal of this
paper is to prove the existence of a Vectorial Absolute Minimiser to the supremal
functional

E∞(u,Ω′) := ess sup
x∈Ω′

L (x, u(x),Du(x)) , u ∈ W 1,∞
loc (Ω,RN), Ω′ b Ω, (3.1.1)

applied to maps u : Ω ⊆ R −→ RN , N ∈ N, where Ω is an open interval and
L ∈ C(Ω×RN×RN) is a non-negative continuous function which we call Lagrangian
and whose arguments will be denoted by (x, η, P ). By Absolute Minimiser we mean
a map u ∈ W 1,∞

loc (Ω,RN) such that

E∞(u,Ω′) ≤ E∞(u+ φ,Ω′), (3.1.2)

for all Ω′ b Ω and all φ ∈ W 1,∞
0 (Ω′,RN). This is the appropriate minimality notion

for supremal functionals of the form (3.1.1); requiring at the outset minimality on all
subdomains is necessary because of the lack of additivity in the domain argument.
The study of (3.1.1) was pioneered by Aronsson in the 1960s [6–10] who considered
the case N = 1. Since then, the (higher dimensional) scalar case of u : Ω ⊆ Rn → R
has developed massively and there is a vast literature on the topic (see for instance
the lecture notes [5, 42]). In the case the Lagrangian is C1, of particular interest has
been the study of the (single) equation associated to (3.1.1), which is the equivalent of
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the Euler-Lagrange equation for supremal functionals and is known as the “Aronsson
equation”:

A∞u := D
(
L (·, u,Du)

)
LP (·, u,Du) = 0. (3.1.3)

In (3.1.3) above, the subscript denotes the gradient of L (x, η, P ) with respect to
P and, as it is customary, the equation is written for smooth solutions. Herein we
are interested in the vectorial case N ≥ 2 but in one spatial dimension. Unlike the
scalar case, the literature for N ≥ 2 is much more sparse and starts much more re-
cently. Perhaps the first most important contributions were by Barron-Jensen-Wang
[15, 16] who among other deep results proved the existence of Absolute Minimisers
for (3.1.1) under certain assumptions on L which we recall later. However, their
contributions were at the level of the functional and the appropriate (non-obvious)
vectorial analogue of the Aronsson equation was not known at the time. The sys-
tematic study of the vectorial case of (3.1.1) (actually in the general case of maps
u : Ω ⊆ Rn −→ RN) together with its associated system of equations begun in the
early 2010s by the second author in a series of papers, see [36–41, 44, 46–49] (and
also the joint contributions with Croce, Pisante and Pryer [28, 53, 54]). The ODE
system associated to (3.1.1) for smooth maps u : Ω ⊆ R −→ RN turns out to be

F∞
(
·, u,Du,D2u

)
= 0, on Ω, (3.1.4)

where

F∞(x, η, P,X) :=
[
LP (x, η, P )⊗LP (x, η, P )

+ L (x, η, P )[LP (x, η, P )]⊥LPP (x, η, P )
]
X

+
(
Lη(x, η, P ) · P + Lx(x, η, P )

)
LP (x, η, P )

+ L (x, η, P )
[
LP (x, η, P )

]⊥(
LPη(x, η, P )P

+ LPx(x, η, P ) − Lη(x, η, P )
)
.

(3.1.5)

Quite unexpectedly, in the case N ≥ 2 the Lagrangian needs to be C2 for the equa-
tion to make sense, whilst the coefficients of the full system are discontinuous ; for
more details we refer to the papers cited above. In (3.1.5) the notation of subscripts
symbolises derivatives with respect to the respective variables and

[
LP (x, η, P )

]⊥ is
the orthogonal projection to the hyperplane normal to LP (x, η, P ) ∈ RN :[

LP (x, η, P )
]⊥

:= I− sgn
(
LP (x, η, P )

)
⊗ sgn

(
LP (x, η, P )

)
. (3.1.6)

The system (3.1.4) reduces to the equation (3.1.3) when N = 1. In the paper [47]
the existence of an absolutely minimising generalised solution to (3.1.4) was proved,
together with extra partial regularity and approximation properties. Since (3.1.4) is a
quasilinear non-divergence degenerate system with discontinuous coefficients, a notion
of appropriately defined “weak solution” is necessary because in general solutions are
non-smooth. To this end, the general new approach of D-solutions which has recently
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been proposed in [48] has proven to be the appropriate setting for vectorial Calculus
of Variations in L∞ (see [46–48]), replacing to some extent viscosity solutions which
essentially apply only in the scalar case.

Herein we are concerned with the existence of absolute minimisers to (3.1.1) with-
out drawing any connections to the differential system (3.1.4). Instead, we are in-
terested in obtaining existence under the weakest possible assumptions. Accordingly,
we establish the following result.

3.1.1 Theorem [Existence of vectorial Absolute Minimisers]

Let Ω ⊆ R be a bounded open interval and let also

L : Ω× RN × RN −→ [0,∞),

be a given continuous function with N ∈ N. We assume that:

1. For each (x, η) ∈ Ω × RN , the function P 7−→ L (x, η, P ) is level-convex, that
is for each t ≥ 0 the sublevel set{

P ∈ RN : L (x, η, P ) ≤ t
}

is a convex set in RN .

2. there exist non-negative constants C1, C2, C3, and 0 < q ≤ r < +∞ and a
positive locally bounded function h : R × RN −→ [0,+∞) such that for all
(x, η, P ) ∈ Ω× RN × RN

C1|P |q − C2 ≤ L (x, η, P ) ≤ h(x, η)|P |r + C3.

Then, for any affine map b : R −→ RN , there exist a vectorial Absolute Minimiser
u∞ ∈ W 1,∞

b (Ω,RN) of the supremal functional (3.1.1) (Definition (3.1.2)).

Theorem 3.1.1 generalises two respective results in the both the papers [16] and
[47]. On the one hand, in [16] Theorem 3.1.1 was established under the extra assump-
tion C2 = C3 = 0 which forces L (x, η, 0) = 0, for all (x, η) ∈ R×RN . Unfortunately
this requirement is incompatible with important applications of (3.1.1) to problems of
L∞-modelling of variational Data Assimilation (4DVar) arising in the Earth Sciences
and especially in Meteorology (see [18, 19, 47]). An explicit model of L is given by

L (x, η, P ) :=
∣∣k(x)−K(η)

∣∣2 +
∣∣P − V (x, η)

∣∣2, (3.1.7)

and describes the “error” in the following sense: consider the problem of finding the
solution u to the following ODE coupled by a pointwise constraint:

Du(t) = V
(
t, u(t)

)
& K(u(t)) = k(t), t ∈ Ω.
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Here V : Ω×RN −→ RN is a time-dependent vector field describing the law of motion
of a body moving along the orbit described by u : Ω ⊆ R −→ RN (e.g. Newtonian
forces, Galerkin approximation of the Euler equations, etc), k : Ω ⊆ R −→ RM is
some partial “measurements” in continuous time along the orbit and K : RN −→ RM

is a submersion which corresponds to some component of the orbit that is observed.
We interpret the problem as that u should satisfy the law of motion and also be
compatible with the measurements along the orbit. Then minimisation of (3.1.1)
with L as given by (3.1.7) leads to a uniformly optimal approximate solution without
“spikes” of large deviation of the prediction from the actual orbit.

On the other hand, in the paper [47] Theorem 3.1.1 was proved under assumptions
allowing to model Data Assimilation but strong convexity, smoothness and structural
assumptions were imposed, allowing to obtain stronger results accordingly. In partic-
ular, the Lagrangian was assumed to be radial in P , which means it can be written
in the form

L (x, η, P ) := H
(
x, η,

1

2

∣∣P − V (x, η)
∣∣2).

In this paper we relax the hypotheses of both the aforementioned results.

3.1.2 Theorem [Jensen’s inequality for level-convex functions]

Let L : Ω ⊆ Rn −→ R be lower semi-continuous and level-convex and let µ be a
probability measure on Rn supported on Ω. Let ψ ∈ L1

µ(Ω) be a given function. Then

L

(∫
Ω

ψdµ

)
≤ (µ)ess sup

x∈Ω
L
(
ψ(x)

)
.

The (µ)-essential supremum means we exclude sets of µ measure zero.

3.2 The Proof of the existence of vectorial Abso-

lute Minimisers

In this section we prove our main theorem 3.1.1, in which we claimed that under the
assumptions (1)-(2) there exists a vectorial absolute minimiser u∞ ∈ W 1,∞

b (Ω,RN) of
the supremal functional (3.1.1). For the first part of the proof which is the existence
of a vectorial minimiser for the supremal functional (3.1.1) it suffices to recall a lemma
of [16] in which they proved the following result which we recall right bellow for the
convenience of the reader.

3.2.1 Lemma [Existence of a vectorial minimiser]
(
cf. [16]

)
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In the setting of theorem 3.1.1 and under the same hypotheses, for a fixed affine
map b : R −→ RN , set

Cm := inf
{
Em(u,Ω) : u ∈ W 1,qm

b (Ω,RN)
}
,

C∞ := inf
{
E∞(u,Ω) : u ∈ W 1,∞

b (Ω,RN)
}
.

where E∞ is as in (3.1.1) and

Em(u,Ω) :=

∫
Ω

L
(
x, u(x),Du(x)

)m
dx. (3.2.1)

Then, there exist u∞ ∈ W 1,∞
b (Ω,RN) which is a (mere) minimiser of (3.1.1) over

W 1,∞
b (Ω,RN) and a sequence of approximate minimisers {um}∞m=1 of (3.2.1) in the

spaces W 1,qm
b (Ω,RN) such that, for any s ≥ 1,

um −−⇀ u∞, weakly as m→∞ in W 1,s(Ω,RN)

along a subsequence. Moreover,

E∞(u∞,Ω) = C∞ = lim
m→∞

(Cm)
1
m . (3.2.2)

By approximate minimiser we mean that um satisfies∣∣Em(um,Ω)− Cm
∣∣ < 2−m

2

, (3.2.3)

Finally, for any A ⊆ Ω measurable of positive measure the following lower semiconti-
nuity inequality holds

E∞(u∞, A) ≤ lim inf
m→∞

Em(um, A)
1
m . (3.2.4)

The idea of the proof of (3.2.3) is based on the use of Young measures in order to
bypass the lack of convexity for the approximating Lm minimisation problems (recall
that L (x, η, ·) is only assumed to be level-convex); without weak lower-semicontinuity
of Em, the relevant infima of the approximating functionals may not be realised. For
details we refer to [16] (this method of [16] has most recently been applied to higher
order L∞ problems, see [54]). We also note that (3.2.4) has been established in p.
264 of [16] in slightly different guises, whilst the scaling of the functionals Em is also
slightly different therein. However, it is completely trivial for the reader to check that
their proofs clearly establish our Lemma 3.2.1.

3.2.2 Proof of Theorem 3.1.1.
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Our goal now is to prove that the candidate u∞ of Lemma 3.2.1 above is actually an
Absolute Minimiser of (3.1.1), which means we need to prove u∞ satisfies (3.1.2).

The method we utilise follows similar lines to those of [47], although technically
has been slightly simplified. The main difference is that due to the weaker assump-
tions than those of [47], we invoke the general Jensen’s inequality for level-convex
functions Theorem 3.1.2. In [47] the Lagrangian was assumed to be radial in the
third argument, a condition necessary and sufficient for the symmetry of the coef-
ficient matrix multiplying the second derivatives in (3.1.4); this special structure of
L led to some technical complications. Also, herein we have reduced the number
of auxiliary parameters in the energy comparison map (defined below) by invoking a
diagonal argument.

Let us fix Ω′ b Ω. Since Ω′ is a countable disjoint union of open intervals, then
there is no loss of generality in assuming that Ω′ itself is an open interval, and by
simple rescaling argument, it suffices to assume that Ω′ = (0, 1) b R. Let φ ∈
W 1,∞

0 ((0, 1),RN) be an arbitrary variation and set ψ∞ := u∞+φ. In order to conclude,
it suffices to establish

E∞
(
u∞, (0, 1)

)
≤ E∞

(
ψ∞, (0, 1)

)
.

Obviously, u∞(0) = ψ∞(0) and u∞(1) = ψ∞(1). We define the energy comparison
function ψm,δ, for any fixed 0 < δ < 1/3 as

ψm,δ(x) :=



(
δ − x
δ

)
um(0) +

(x
δ

)
ψ∞(δ), x ∈ (0, δ],

ψ∞(x), x ∈ (δ, 1− δ),(
1− x
δ

)
ψ∞(1− δ) +

(
x− (1− δ)

δ

)
um(1), x ∈ [1− δ, 1),

where m ∈ N ∪ {∞}. Then, ψm,δ − um ∈ W 1,∞
0

(
(0, 1),RN

)
and

Dψm,δ(x) =



ψ∞(δ)− um(0)

δ
, on (0, δ),

Dψ∞, on (δ, 1− δ),

ψ∞(1− δ)− um(1)

−δ
, on (1− δ, 1).

Now, note that

ψm,δ −→ ψ∞,δ in W 1,∞((0, 1),RN
)
, as m→∞, (3.2.5)
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because ψm,δ −→ ψ∞,δ in L∞
(
(0, 1),RN

)
and for a.e. x ∈ (0, 1) we have∣∣∣Dψm,δ(x)−Dψ∞,δ(x)

∣∣∣ = χ(0,δ)
|u∞(0)− um(0)|

δ
+ χ(1−δ,1)

|u∞(1)− um(1)|
δ

≤
(

1

δ
+

1

δ

)
‖um − u∞‖L∞(Ω)

= o(1),

as m→∞ along a subsequence. Now, recall that ψm,δ = um at the endpoints {0, 1}.
Let us also remind to the reader that after the rescaling simplification, (0, 1) is a
subinterval of Ω ⊆ R whilst (3.2.3) holds only for the whole of Ω. Since um is an
approximate minimiser of (3.2.1) over W 1,m

b (Ω,RN) for each m ∈ N, by utilising the
approximate minimality of um (given by (3.2.3)), the additivity of Em with respect
to its second argument, we obtain the estimate

Em
(
um, (0, 1)

)
≤ Em

(
ψm,δ, (0, 1)

)
+ 2−m

2

.

Hence, by Hölder inequality

Em
(
um, (0, 1)

) 1
m ≤ Em

(
ψm,δ, (0, 1)

) 1
m + 2−m

≤ E∞
(
ψm,δ, (0, 1)

)
+ 2−m.

(3.2.6)

On the other hand, we have

E∞
(
ψm,δ, (0, 1)

)
= max

{
E∞
(
ψm,δ, (0, δ)

)
,

E∞
(
ψm,δ, (δ, 1− δ)

)
,

E∞
(
ψm,δ, (1− δ, 1)

)}
and since ψm,δ = ψ∞ on (δ, 1− δ), we have

E∞
(
ψm,δ, (0, 1)

)
≤ max

{
E∞
(
ψm,δ, (0, δ)

)
, E∞

(
ψ∞, (0, 1)

)
,

E∞
(
ψm,δ, (1− δ, 1)

)}
.

(3.2.7)

Combining (3.2.5)-(3.2.7) and (3.2.4), we get

E∞
(
u∞, (0, 1)

)
≤ lim inf

m→∞

(
max

{
E∞
(
ψm,δ, (0, δ)

)
, E∞

(
ψ∞, (0, 1)

)
,

E∞
(
ψm,δ, (1− δ, 1)

)})
≤ max

{
E∞
(
ψ∞, (0, 1)

)
, E∞

(
ψ∞,δ, (0, δ)

)
,

E∞
(
ψ∞,δ, (1− δ, 1)

)}
.

(3.2.8)
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Let us now denote the difference quotient of a function v : R −→ RN as D1,tv(x) :=
1
t
[v(x+ t)− v(x)]. Then, we may write

Dψ∞,δ(x) = D1,δψ∞(0), x ∈ (0, δ),

Dψ∞,δ(x) = D1,−δψ∞(1), x ∈ (1− δ, 1),

Note now that
E∞
(
ψ∞,δ, (0, δ)

)
= max

0≤x≤δ
L
(
x, ψ∞,δ(x),D1,δψ∞(0)

)
,

E∞
(
ψ∞,δ, (1− δ, 1)

)
= max

1−δ≤x≤1
L
(
x, ψ∞,δ(x),D1,−δψ∞(1)

)
.

(3.2.9)

In view of (3.2.8)-(3.2.9), it is suffices to prove that there exist an infinitesimal se-
quence (δi)

∞
i=1 such that

E∞
(
ψ∞, (0, 1)

)
≥ max

{
lim sup
i→∞

max
[0,δi]

L
(
·, ψ∞,δi ,D1,δiψ∞(0)

)
,

lim sup
i→∞

max
[1−δi,1]

L
(
·, ψ∞,δi ,D1,−δiψ∞(1)

)}
.

(3.2.10)

The rest of the proof is devoted to establishing (3.2.10). Let us begin by recording
for later use that

max
0≤x≤δ

∣∣∣ψ∞,δ(x)− ψ∞(0)
∣∣∣ −→ 0, as δ → 0,

max
1−δ≤x≤1

∣∣∣ψ∞,δ(x)− ψ∞(1)
∣∣∣ −→ 0, as δ → 0.

(3.2.11)

Fix a generic u ∈ W 1,∞(Ω,RN), x ∈ [0, 1] and 0 < ε < 1/3 and define

Aε(x) := [x− ε, x+ ε] ∩ [0, 1].

We claim that there exist an increasing modulus of continuity ω ∈ C(0,∞) with
ω(0+) = 0 such that

E∞
(
u,Aε(x)

)
≥ ess sup

y∈Aε(x)

L
(
x, u(x),Du(y)

)
− ω(ε). (3.2.12)

Indeed for a.e. y ∈ Aε(x) we have |x − y| ≤ ε and by the continuity of L and the
essential boundedness of the derivative Du, there exist ω such that∣∣∣L (x, u(x),Du(y)

)
−L

(
y, u(y),Du(y)

)∣∣∣ ≤ ω(ε)

for a.e. y ∈ Aε(x), leading directly to (3.2.12). Now, we show that

sup
Aε(x)

{
lim sup
t→0

L
(
x, u(x),D1,tu(y)

)}
≤ ess sup

Aε(x)

L
(
x, u(x),Du(y)

)
. (3.2.13)
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Indeed, for any Lipschitz function u, we have

D1,tu(y) =
u(y + t)− u(y)

t
=

∫ 1

0

Du(y + λt) dλ, (3.2.14)

when y, y + t ∈ Aε(x), t 6= 0. Further, for any x ∈ Ω the function L (x, u(x), ·)
is level-convex and the Lebesgue measure on [0, 1] is a probability measure, thus
Jensen’s inequality for level-convex functions (see e.g. [15, 16]) yields

L
(
x, u(x),D1,tu(y)

)
= L

(
x, u(x),

∫ 1

0

Du(y + λt) dλ

)
≤ ess sup

0≤λ≤1
L
(
x, u(x),Du(y + λt)

)
,

when y ∈ Aε(x), 0 < x < 1. Consequently,

sup
Aε(x)

{
lim sup
t→0

L
(
x, u(x),D1,tu(y)

)}
≤ sup

Aε(x)

{
lim sup
t→0

[
ess sup

0≤λ≤1
L
(
x, u(x),Du(y + λt)

]}
≤ sup

Aε(x)

{
lim
s→0

[
ess sup

y−s≤z≤y+s
L
(
x, u(x),Du(z)

)]}
= ess sup

Aε(x)

L
(
x, u(x),Du(y)

)
,

as desired. Above we have used the following known property of the L∞ norm (see
e.g. [5])

‖f‖L∞(Ω) = sup
x∈Ω

(
lim
ε→0

{
ess sup
(x−ε,x+ε)

|f |
})

.

Note now that by (3.2.12) we have

E∞
(
u, (0, 1)

)
≥ E∞

(
u,Aε(x)

)
≥ ess sup

Aε(x)

L (x, u(x),Du(y)) − ω(ε)

which combined with (3.2.13) leads to

E∞
(
u, (0, 1)

)
≥ sup

Aε(x)

(
lim sup
t→0

L
(
x, u(x),D1,tu(y)

))
− ω(ε)

≥ lim sup
t→0

(
L
(
x, u(x),D1,tu(x)

))
− ω(ε).

By passing to the limit as ε→ 0 we get

E∞
(
u, (0, 1)

)
≥ lim sup

t→0

(
L
(
x, u(x),D1,tu(x)

))
, (3.2.15)

35



for any fixed u ∈ W 1,∞(Ω,RN) and x ∈ [0, 1]. Now, since∣∣D1,tu(x)
∣∣ ≤ ‖Du‖L∞(Ω), x ∈ (0, 1), t 6= 0,

for any finite set of points x ∈ (0, 1), there is a common infinitesimal sequence
(ti(x))∞i=1 such that

the limit vectors lim
i→∞

D1,ti(x)u(x) exists in RN . (3.2.16)

Utilising the continuity of L together with (3.2.15)-(3.2.16) we obtain

E∞
(
u, (0, 1)

)
≥ lim sup

i→∞
L
(
x, u(x),D1,ti(x)u(x)

)
= L

(
x, u(x), lim

i→∞
D1,ti(x)u(x)

)
.

(3.2.17)

Now we apply (3.2.17) to u = ψ∞ and x ∈ {0, 1} to deduce the existence of a
sequence (δi)

∞
i=1 along which

the limit vectors lim
i→∞

D1,δiψ∞(0), lim
i→∞

D1,−δiψ∞(1) exist in RN (3.2.18)

and also

E∞
(
ψ∞, (0, 1)

)
≥ max

{
L
(

0, ψ∞(0), lim
i→∞

D1,δiψ∞(0)
)
,

L
(

1, ψ∞(1), lim
i→∞

D1,−δiψ∞(1)
)}

.

(3.2.19)

By recalling (3.2.9), (3.2.11) and (3.2.18), for δ = δi we obtain

lim
i→∞

E∞
(
ψ∞,δi , (0, δi)

)
= lim

i→∞
max
[0,δi]

L
(
·, ψ∞,δi ,D1,δiψ∞(0)

)
= L

(
0, ψ∞(0), lim

i→∞
D1,δiψ∞(0)

)
,

(3.2.20)

and also

lim
i→∞

E∞
(
ψ∞,δi , (1− δi, 1)

)
= lim

i→∞
max

[1−δi,1]
L
(
·, ψ∞,δi ,D1,−δiψ∞(1)

)
= L

(
1, ψ∞(1), lim

i→∞
D1,−δiψ∞(1)

)
.

(3.2.21)

By putting together (3.2.19)-(3.2.21), (3.2.10) ensues and we conclude the proof.
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Chapter 4

Rigidity and flatness of the image
of certain classes of ∞-Harmonic
and p-Harmonic maps

4.1 Introduction

In this chapter we present the joint preprint paper with Katzourakis and Ayanbayev
[2]. The estimated percentage contribution is 30%. Suppose that n,N are integers
and Ω an open subset of Rn. In this paper we study geometric aspects of the image
u(Ω) ⊆ RN of certain classes of C2 vectorial solutions u : Rn ⊇ Ω −→ RN to the
following nonlinear degenerate elliptic PDE system:

[[Du]]⊥∆u = 0 in Ω. (4.1.1)

Here, for the map u with components (u1, ..., uN)> the notation Du symbolises the
gradient matrix

Du(x) =
(
Diuα(x)

)α=1...N

i=1...n
∈ RN×n , Di ≡ ∂/∂xi,

∆u stands for the Laplacian

∆u(x) =
n∑
i=1

D2
iiu(x) ∈ RN

and for any X ∈ RN×n, [[X]]⊥ denotes the orthogonal projection on the orthogonal
complement of the range of linear map X : Rn −→ RN :

[[X]]⊥ := ProjR(X)⊥ . (4.1.2)
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Our general notation will be either self-explanatory, or otherwise standard as e.g. in
[30, 33]. Note that, since the rank is a discontinuous function, the map [[ · ]]⊥ is discon-
tinuous on RN×n; therefore, the PDE system (4.1.1) has discontinuous coefficients.
The geometric meaning of (4.1.1) is that the Laplacian vector field ∆u is tangential
to the image u(Ω) and hence (4.1.1) is equivalent to the next statement: there exists
a vector field

A : Rn ⊇ Ω −→ Rn

such that
∆u = DuA in Ω.

Our interest in (4.1.1) stems from the fact that it is a constituent component of the
p-Laplace PDE system for all p ∈ [2,∞]. Further, contrary perhaps to appearances,
(4.1.1) is in itself a variational PDE system but in a non-obvious way. Deferring tem-
porarily the specifics of how exactly (4.1.1) arises and what is the variational principle
associated with it, let us recall that, for p ∈ [2,∞), the celebrated p-Laplacian is the
divergence system

∆pu := Div
(
|Du|p−2Du

)
= 0 in Ω (4.1.3)

and comprises the Euler-Lagrange equation which describes extrema of the model
p-Dirichlet integral functional

Ep(u) :=

∫
Ω

|Du|p, u ∈ W 1,p(Ω,RN), (4.1.4)

in conventional vectorial Calculus of Variations. Above and subsequently, for any
X ∈ RN×n, the notation |X| symbolises its Euclidean (Frobenius) norm:

|X| =

(
N∑
α=1

n∑
i=1

(Xαi)
2

)1/2

.

The pair (4.1.3)-(4.1.4) is of paramount importance in applications and has been
studied exhaustively. The extremal case of p → ∞ in (4.1.3)-(4.1.4) is much more
modern and intriguing. It turns out that one then obtains the following nondivergence
PDE system

∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥⊗ I
)

: D2u = 0 in Ω, (4.1.5)

which is known as the ∞-Laplacian. In index from, (4.1.5) reads

N∑
β=1

n∑
i,j=1

(
Diuα Djuβ + |Du|2[[Du]]⊥αβ δij

)
D2
ijuβ = 0, α = 1, ..., N.

The system (4.1.5) plays the role of the Euler-Lagrange equation and arises in con-
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nexion with variational problems for the supremal functional

E∞(u,O) := ‖Du‖L∞(O), u ∈ W 1,∞(Ω,RN), O b Ω. (4.1.6)

The scalar case of N = 1 in (4.1.5)-(4.1.6) was pioneered by G. Aronsson in the 1960s
[6–10] who initiated the field of Calculus of Variations in L∞, namely the study of
supremal functionals and of their associated equations describing critical points. Since
then, the field has developed tremendously and there is an extensive relevant literature
(for a pedagogical introduction see e.g. [42] and [5]). The vectorial case N ≥ 2 began
much more recently and first arose in work of the third author in the early 2010s
[37]. The area is developing very rapidly due to both the mathematical significance
as well as the importance for applications, particularly in Data Assimilation (see [38–
41, 44, 46–49] and the joint contributions with the first and second author, Croce,
Manfredi, Moser, Parini, Pisante and Pryer [4, 13, 28, 50–55]), as well as the paper
of Papamikos and Pryer [60].

In this paper we focus on the C2 case and establish the geometric rigidity and
flatness of the images of solutions u : Rn ⊇ Ω −→ RN to the nonlinear system (4.1.1),
under the assumption that Du has rank at most 1. As a consequence, we obtain
corresponding flatness results for the images of solutions to (4.1.3) and (4.1.5). Both
aforementioned classes of solutions furnish very important particular examples which
provide substantial intuition for the behaviour or general extremal maps in Calculus
of Variations in L∞, see [5, 11, 12, 38, 41, 42, 53, 54]. Obtaining further information
for the still largely mysterious behaviour of∞-Harmonic maps is perhaps the greatest
driving force to isolate and study the particular nonlinear system (4.1.1).

Let us note that the rank-one case includes the scalar and the one-dimensional
case (i.e. when min{n,N} = 1), although in the case of N = 1 (in which the single
∞-Laplacian reduces to Du⊗ Du : D2u = 0) (4.1.1) has no bearing since it vanishes
identically at any non-critical point.

The effect of (4.1.1) to the flatness of the image can be seen through the L∞

variational principle introduced in [40], where it was shown that solutions to (4.1.1)
of constant rank can be characterised as those having minimal area with respect to
(4.1.6)-(4.1.4). More precisely, therein the following result was proved:

4.1.1 Theorem [cf. [40, Theorem 2.7, Lemma 2.2]]

Given N ≥ n ≥ 1, let u : Rn ⊇ Ω −→ RN be a C2 immersion defined on the open set
Ω (more generally u can be a map with constant rank of its gradient on Ω). Then,
the following statements are equivalent:

1. The map u solves the PDE system (4.1.1) on Ω.

2. For all p ∈ [2,∞], for all compactly supported domains O b Ω and all C1

vector fields ν : O −→ RN which are normal to the image u(O) ⊆ RN (without
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requiring to vanish on ∂O), namely those for which ν = [[Du]]⊥ν in O, we have

‖Du‖Lp(O) ≤ ‖Du+ Dν‖Lp(O).

3. The same statement as in item (2) holds, but only for some p ∈ [2,∞].

If in addition p <∞ in (2)-(3), then we may further restrict the class of normal vector
fields to those satisfying ν|∂O = 0.

Figure 1. Illustration of the variational principle characterising (4.1.1).

In the paper [40], it was also shown that in the conformal class, (4.1.1) expresses the
vanishing of the mean curvature vector of u(Ω).

The effect of (4.1.1) to the flatness of the image can be easily seen in the case of
n = 1 ≤ N as follows: since

[[u′]]⊥u′′ = 0 in Ω ⊆ R

and in one dimension we have

[[u′]]⊥ =

 I− u′ ⊗ u′

|u′|2
, on {u′ 6= 0},

I, on {u′ = 0},

we therefore infer that u′′ = fu′ on the open set {u′ 6= 0} ⊆ R for some function f ,
readily yielding after an integration that u(Ω) is necessarily contained in a piecewise
polygonal line of RN . As a generalisation of this fact, our first main result herein is
the following:

4.1.2 Theorem [Rigidity and flatness of rank-one maps with
tangential Laplacian]

Let Ω ⊆ Rn be an open set and n,N ≥ 1. Let u ∈ C2(Ω,RN) be a solution to the
nonlinear system (4.1.1) in Ω, satisfying that the rank of its gradient matrix is at
most one:

rk(Du) ≤ 1 in Ω.

Then, its image u(Ω) is contained in a polygonal line in RN , consisting of an at most
countable union of affine straight line segments (possibly with self-intersections).
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Let us note that the rank-one assumption for Du is equivalent to the existence of
two vector fields ξ : Rn ⊇ Ω −→ RN and a : Rn ⊇ Ω −→ Rn such that Du = ξ ⊗ a in
Ω.

Example 4.1.3 below shows that Theorem 4.1.2 is optimal and in general rank-one
solutions to the system (4.1.1) can not have affine image but only piecewise affine.

4.1.3 Example

Consider the C2 rank-one map u : R2 −→ R2 given by

u(x, y) =

{
(−x4, x4), x ≤ 0, y ∈ R,
(+x4, x4), x > 0, y ∈ R.

Then, u = ν ◦ f with ν : R −→ R2 given by ν(t) = (t, |t|) and f : R2 −→ R given
by f(x, y) = sgn(x)x4. It follows that u solves (4.1.1) on R2: indeed, ∆u is a non-
vanishing vector field on {x 6= 0}, being tangential to the image thereon since it is
parallel to the derivative ν ′(t) = (1,±1) for t 6= 0. On the other hand, on {x = 0}
we have that ∆u = 0. However, the image of u is piecewise affine but not affine (see
Figure 2 below).

Figure 2. The function f and the image of the curve ν comprising the function u.

As a consequence of Theorem 4.1.2, we obtain the next result regarding the rigidity
of p-Harmonic maps for p ∈ [2,∞) which complements one of the results in the paper
[41] where the case p =∞ was considered.

4.1.4 Corollary [Rigidity of p-Harmonic maps, cf. [41]]

Let Ω ⊆ Rn be an open set and n,N ≥ 1. Let u ∈ C2(Ω,RN) be a p-Harmonic map in
Ω for some p ∈ [2,∞), that is u solves (4.1.3). Suppose that the rank of its gradient
matrix is at most one:

rk(Du) ≤ 1 in Ω.

Then, the same result as in Theorem 4.1.2 is true.
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In addition, there exists a partition of Ω to at most countably many Borel sets,
where each set of the partition is a non-empty open set with a (perhaps empty)
boundary portion, such that, on each of these, u can be represented as

u = ν ◦ f.

Here, f is a scalar C2 p-Harmonic function (for the respective p ∈ [2,∞)), defined
on an open neighbourhood of the Borel set, whilst ν : R −→ RN is a Lipschitz curve
which is twice differentiable and with unit speed on the image of f .

In this paper we try to keep the exposition as simple as possible and therefore we
refrain from discussing generalised solutions to (4.1.1) and (4.1.5) (or (4.1.3)). We
confine ourselves to merely mentioning that in the scalar case,∞-Harmonic functions
are understood in the viscosity sense of Crandall-Ishii-Lions (see e.g. [5, 42]), whilst
in the vectorial case a new candidate theory for systems has been proposed in [48]
which has already borne significant fruit in [13, 28, 46–48, 51, 53–55].

We now expound on how exactly the nonlinear system (4.1.1) arises from (4.1.3)
and (4.1.5). By expanding the derivatives in (4.1.3) and normalising, we arrive at

Du⊗Du : D2u +
|Du|2

p− 2
∆u = 0. (4.1.7)

For any X ∈ RN×n, let [[X]]‖ denote the orthogonal projection on the range of the
linear map X : Rn −→ RN :

[[X]]‖ := ProjR(X). (4.1.8)

Since the identity of RN splits as I = [[Du]]‖ + [[Du]]⊥, by expanding ∆u with respect
to these projections,

Du⊗Du : D2u +
|Du|2

p− 2
[[Du]]‖∆u = −|Du|

2

p− 2
[[Du]]⊥∆u.

The mutual perpendicularity of the vector fields of the left and right hand side leads
via a renormalisation argument (see e.g. [37, 40, 41]) to the equivalence of the p-
Laplacian with the pair of systems

Du⊗Du : D2u +
|Du|2

p− 2
[[Du]]‖∆u = 0 , |Du|2[[Du]]⊥∆u = 0. (4.1.9)

The ∞-Laplacian corresponds to the limiting case of (4.1.9) as p → ∞, which takes
the form

Du⊗Du : D2u = 0 , |Du|2[[Du]]⊥∆u = 0. (4.1.10)

Hence, the ∞-Laplacian (4.1.5) actually consists of the two independent systems
in (4.1.10) above. The second system in (4.1.9)-(4.1.10) is, at least on {Du 6= 0},
equivalent to our PDE system (4.1.1). Note that in the scalar case of N = 1 as well
as in the case of submersion solutions (for N ≤ n), the second system trivialises.
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We conclude the introduction with a geometric interpretation of the nonlinear
system (4.1.1), which can be expressed in a more geometric language as follows:1

Suppose that u(Ω) is a C2 manifold and let A(u) denote its second fundamental
form. Then

[[Du]]⊥∆u = − tr A(u)(Du,Du).

The tangential part [[Du]]‖∆u of the Laplacian is commonly called the tension field
in the theory of Harmonic maps and is symbolised by τ(u) (see e.g. [59]). Hence, we
have the orthogonal decomposition

∆u = τ(u) − tr A(u)(Du,Du).

Therefore, in the case of higher regularity of the image of u, we obtain that the
nonlinear system

∆u = τ(u) in Ω, (4.1.11)

is a further geometric reformulation of our PDE system (4.1.1).

4.2 Proofs

In this section we prove the main results of this paper. The main analytical tool
needed in the proof of Theorem 4.1.2 is the next rigidity theorem for maps whose
gradient has rank at most one. It was established in [41] and we recall it below for
the convenience of the reader and only in the case needed in this paper.

4.2.1 Theorem [Rigidity of Rank-One maps, cf. [41]]

Suppose Ω ⊆ Rn is an open set and u is in C2(Ω,RN). Then, the following are
equivalent:

(i) The map u satisfies that rk(Du) ≤ 1 on Ω. Equivalently, there exist vector fields
ξ : Ω −→ RN and a : Ω −→ Rn with a ∈ C1(Ω,Rn) and ξ ∈ C1(Ω \ {a = 0},RN)
such that

Du = ξ ⊗ a, on Ω.

(ii) There exists Borel subsets {Bi}i∈N of Ω such that

Ω =
∞⋃
i=1

Bi

and each Bi equals a non-empty connected open set with a (possibly empty) boundary
portion, functions {fi}i∈N ∈ C2(Ω) and curves {νi}i∈N ⊆ W 1,∞

loc (R,RN) such that, on

1This fact has been brought to our attention by Roger Moser.
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each Bi the map u has the form

u = νi ◦ fi, on Bi. (4.2.1)

Moreover, |ν ′i| ≡ 1 on the interval fi(Bi), ν
′
i ≡ 0 on R\fi(Bi) and ν ′′i exists everywhere

on fi(Bi), interpreted as 1-sided derivative on ∂fi(Bi) (if fi(Bi) is not open). Also,{
Du = (ν ′i ◦ fi)⊗Dfi , on Bi,

D2u = (ν ′′i ◦ fi)⊗Dfi ⊗Dfi + (ν ′i ◦ fi)⊗D2fi , on Bi.
(4.2.2)

In addition, the local functions (fi)
∞
1 extend to a global function f ∈ C2(Ω) with the

same properties as above if Ω is contractible (namely, homotopically equivalent to a
point).

We may now prove our first main result.

4.2.2 Proof of Theorem 4.1.2.

Suppose that u : Rn ⊇ Ω −→ RN is a solution to the nonlinear system (4.1.1) in
C2(Ω,RN) which in addition satisfies that rk(Du) ≤ 1 in Ω. Since {Du = 0} is
closed, necessarily its complement in Ω which is {rk(Du) = 1} is open.

By invoking Theorem 4.2.1, we have that there exists a partition of the open subset
{rk(Du) = 1} to countably many Borel sets (Bi)

∞
1 with respective functions (fi)

∞
1 and

curves (νi)
∞
1 as in the statement such that (4.2.1)-(4.2.2) hold true and in addition

Dfi 6= 0 on Bi, i ∈ N.

Consequently, on each Bi we have

[[Du]]⊥ = [[(ν ′i ◦ fi)⊗Dfi]]
⊥ = I − (ν ′i ◦ fi)⊗ (ν ′i ◦ fi)

|ν ′i ◦ fi|2
,

∆u = (ν ′′i ◦ fi)|Dfi|2 + (ν ′i ◦ fi)∆fi.

Hence, (4.1.1) becomes[
I − (ν ′i ◦ fi)⊗ (ν ′i ◦ fi)

|ν ′i ◦ fi|2

](
(ν ′′i ◦ fi)|Dfi|2 + (ν ′i ◦ fi)∆fi

)
= 0,

on Bi. Since |νi|2 ≡ 1 on fi(Bi), we have that ν ′′i is orthogonal to ν ′i thereon and
therefore the above equation reduces to

(ν ′′i ◦ fi)|Dfi|2 = 0 on Bi, i ∈ N.

Therefore, νi is affine on the interval fi(Bi) ⊆ R and as a result u(Bi) = νi(fi(Bi)) is
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contained in an affine line of RN , for each i ∈ N. On the other hand, since

u(Ω) = u
(
{Du = 0}

)⋃
i∈N

u(Bi)

and u is constant on each connected component of the interior of {Du = 0}, the
conclusion ensues by the regularity of u because u

(
{Du = 0}

)
is also contained in the

previous union of affine lines. The result ensues.

Now we establish Corollary 4.1.4 by following similar lines to those of the respective
result in [41].

4.2.3 Proof of Corollary 4.1.4.

Suppose u is as in the statement of the corollary. By Theorem 4.2.1, there exists,
a partition of Ω to Borel sets {Bi}i∈N, functions fi ∈ C2(Ω) and Lipschitz curves
{νi}i∈N : R −→ RN with |ν ′i| ≡ 1 on fi(Bi), |ν ′i| ≡ 0 on R \ fi(Bi) and twice
differentiable on fi(Bi), such that u|Bi = νi ◦ fi and (4.2.2) holds as well. Since
on each Bi we have

|Du| =
∣∣(ν ′i ◦ fi)⊗Dfi

∣∣ = |Dfi|,

by (4.1.7) and the above, we obtain

(
(ν ′i ◦ fi)⊗Dfi

)
⊗
(
(ν ′i ◦ fi)⊗Df

)
:

[
(ν ′′i ◦ fi)⊗Dfi ⊗Dfi + (ν ′i ◦ fi)⊗D2fi

]
+
|Dfi|2

p− 2

{
(ν ′i ◦ fi) ∆fi + (ν ′′i ◦ f)|Dfi|2

}
= 0,

on Bi. Since ν ′′i is orthogonal to ν ′i and also ν ′i has unit length, the above reduces to

(ν ′i ◦ fi)
[
Dfi ⊗Dfi : D2fi +

|Dfi|2

p− 2
∆fi

]
+

1

p− 2
(ν ′′i ◦ fi)|Dfi|4 = 0,

on Bi. Again by orthogonality, the above is equivalent to the pair of independent
systems

(ν ′i ◦ fi)
[
Dfi ⊗Dfi : D2fi +

|Dfi|2

p− 2
∆fi

]
= 0 , (ν ′′i ◦ fi)|Dfi|4 = 0,

on Bi. Since |ν ′i| ≡ 1 of fi(Bi), it follows that ∆pfi = 0 on Bi and since (Bi)
∞
1 is a

partition of Ω of the form described in the statement, the result ensues by invoking
Theorem 4.1.2.
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Chapter 5

Phase separation of n-dimensional
∞-Harmonic mappings

5.1 Introduction

In this chapter we present a submitted single authored paper [1]. In this paper we
study the phase separation of n-dimensional ∞-Harmonic mappings u :Rn ⊇ Ω −→
RN by which we mean the classical solutions to the ∞-Laplace system

∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥ ⊗ I
)

: D2u = 0, on Ω, (5.1.1)

where n,N are integers such that N ≥ n ≥ 2 and Ω an open subset of Rn. Here,
for the map u with components (u1, ..., uN)> the notation Du symbolises the gradient
matrix

Du(x) =
(
Diuα(x)

)α=1...N

i=1...n
∈ RN×n , Di ≡ ∂/∂xi, (5.1.2)

and for any X ∈ RN×n, [[X]]⊥ denotes the orthogonal projection on the orthogonal
complement of the range of linear map X : Rn −→ RN :

[[X]]⊥ := ProjR(X)⊥ . (5.1.3)

In index form, the system (5.1.1) reads

N∑
β=1

n∑
i,j=1

(
Diuα Djuβ + |Du|2[[Du]]⊥αβ δij

)
D2
ijuβ = 0, α = 1, ..., N.

Our general notation will be either self-explanatory, or otherwise standard as e.g.
in [30, 33, 56]. Throughout this paper we reserve n,N ∈ N for the dimensions of
Euclidean spaces and SN−1 denotes the unit sphere of RN .

Speaking about the system (5.1.1), we would like to mention that the system
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(5.1.1) is called the“∞-Laplacian” and it arises as a sort of Euler-Lagrange PDE of
vectorial variational problems in L∞ for the supremal functional

E∞(u,O) := ‖H(Du)‖L∞(O), u ∈ W 1,∞
loc (Ω,RN), O b Ω, (5.1.4)

when the Hamiltonian (the non-negative function H ∈ C2
(
RN×n)) is chosen to be

H(Du) = 1
2

∣∣Du∣∣2, where
∣∣.∣∣ is the Euclidean norm on the space RN×n. the ∞-

Laplacian is a special case of the system

∆∞u :=
(
HP ⊗HP +H[[HP ]]⊥HPP

)
(Du) : D2u = 0, (5.1.5)

which was first formally derived by Katzourakis [37] as the limit of the Euler-Lagrange
equations of the integral functionals Em(u,Ω) :=

∫
Ω

(H(Du))p as p −→∞.

The structure of weak solutions are complicated to understand even though the
theory of weak solutions has witnessed a significant development so far, particularly
the new theory of “D-solutions” introduced by Katzourakis [48], which applies to
nonlinear PDE systems of any order and allows for merely measurable maps to be
rigorously interpreted and studied as solutions of PDE systems fully nonlinear and
with discontinuous coefficients. In this paper, we restrict our attention to classical
solutions which might be helpful to imagine and understand the behavior and the
structure of the weak solutions.

For the ∞-Laplace system (5.1.1) the orthogonal projection on the orthogonal
complement of the range, [[Du]]⊥, coincides with the projection on the geometric
normal space of the image of the solution.

It is worth noting that ∞-Harmonic maps are affine when n = 1 since in this case
the system (5.1.1) simplifies to

∆∞u =
(
u′ ⊗ u′

)
u′′ + |u′|2

(
I − u′ ⊗ u′

|u′|2
)
u′′ = |u′|2u′′, (5.1.6)

and hence no interesting phenomena arise when n = 1.

For the case N = 1, the system (5.1.1) reduced to the single ∞-Laplace PDE

∆∞u :=
(

Du⊗Du
)

: D2u = 0, (5.1.7)

since the normal coefficient |Du|2[[Du]]⊥ vanishes identically. This also happen when
u is submersion. The single ∞-Laplacian PDE (5.1.7), and the related scalar L∞-
variational problems, started being studied in the ’60s by Aronsson in [8, 9]. Aronsson
studied solutions u ∈ C2(Rn) of what we now call “Aronsson’s PDE” , in the case
N = 1 and the Lagrangian L is C1:

A∞u := D
(
L (·, u,Du)

)
LP (·, u,Du) = 0. (5.1.8)
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which is the equivalent of the Euler-Lagrange equation for supremal functionals
E∞(u,Ω) = ess sup

x∈Ω⊆Rn
L (x, u(x),Du(x)). In Aronsson’s PDE above, the subscript

denotes the gradient of L (x, η, P ) with respect to P and, as it is customary, the
equation is written for smooth solutions.

Today it is being studied in the context of Viscosity Solutions (see for exam-
ple Crandall [5], Barron-Evans-Jensen [14] and Katzourakis [42]). In particular, for
N = 1 and H(p) := 1

2
|P |2, there is a triple equivalence among viscosity solutions u ∈

C0,1(Rn) of the∞-Laplacian (5.1.7), absolute minimizers of E∞(u,Ω) = 1
2
‖Du‖2

L∞(Ω)

and the so-called optimal Lipschitz extensions, namely functions u ∈ C0,1(Rn) satis-
fying Lip(u,Ω) = Lip(u, ∂Ω) for all Ω b Rn, where Lip is the Lipschitz functional

Lip(u,K) = sup
x,y∈K,x6=y

|u(x)− u(y)|
dist(x, y)

, K ⊆ Rn.

The vectorial case N ≥ 2 first arose in the early 2010s in the work of Katzourakis
[37]. Due to both the mathematical significance as well as the importance for ap-
plications particularly in Data Assimilation, the area is developing very rapidly (see
[4, 13, 28, 38–41, 44, 46–55]).

In a joint work with Katzourakis and Ayanbayev [2], among other results, we
have proved that the image u(Ω) of a solution u ∈ C2(Ω,RN) to the nonlinear system
(5.1.1) satisfying that the rank of its gradient matrix is at most one, rk(Du) ≤ 1 in Ω,
is contained in a polygonal line in RN , consisting of an at most countable union of
affine straight line segments (possibly with self-intersections). Hence the component
[[Du]]⊥∆u of ∆∞ forces flatness of the image of solutions.

Interestingly, even when the operator ∆∞ is applied to C∞ maps, which may even
be solutions, (5.1.1) may have discontinuous coefficients. This further difficulty of the
vectorial case is not present in the scalar case. As an example consider

u(x, y) := eix − eiy, u : R2 −→ R2. (5.1.9)

Katzourakis has showed in [37] that even though (5.1.9) is a smooth solution of the
∞-Laplacian near the origin, still the coefficient |Du|2[[Du]]⊥ of (5.1.1) is discontinuous.
This is because when the dimension of the image changes, the projection [[Du]]⊥

“jumps”. More precisely, for (5.1.9) the domain splits to three components according
to the rk(Du), the “2D phase Ω2”, whereon u is essentially 2D, the“1D phase Ω1”,
whereon u is essentially 1D (which is empty for (5.1.9))and the “interface S” where
the coefficients of ∆∞ become discontinuous.

In [38] Katzourakis constructed additional examples, which are more intricate than
(5.1.9), namely smooth 2D ∞-Harmonic maps whose interfaces have triple junctions
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and corners and are given by the explicit formula

u(x, y) :=

∫ x

y

eiK(t)dt. (5.1.10)

Indeed, for K ∈ C1(R,R) with ‖K‖L∞(R) <
π
2
, (5.1.10) defines C2 ∞-Harmonic map

whose phases are as shown in Figures 1(a), 1(b) below, when K qualitatively behaves
as shown in the Figures 2(a), 2(b) respectively. Also, on the phase Ω1 the∞-Harmonic
map (5.1.10) is given by a scalar ∞-Harmonic function times a constant vector, and
on the phase Ω2 it is a solution of the vectorial Eikonal equation.

Figure 1(a). Figure 1(b).

Figure 2(a). Figure 2(b).

One of the interesting results in [41] was that this phase separation is a general
phenomena for smooth 2D∞-Harmonic maps. Therein the author proves that on each
phase the dimension of the tangent space is constant and these phases are separated by
interfaces whereon [[Du]]⊥ becomes discontinuous. Accordingly the author established
the next result:

5.1.1 Theorem [Structure of 2D ∞-Harmonic maps, cf. [41]]

Let u :R2 ⊇ Ω −→ RN be an ∞-Harmonic map in C2
(
Ω,RN

)
, that is a solution

to (5.1.1). Let also N ≥ 2. Then, there exist disjoint open sets Ω1, Ω2 ⊆ Ω, and a
closed nowhere dense set S such that Ω = Ω1

⋃
S
⋃

Ω2 and:
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(i) On Ω2 we have rk(Du) = 2 , and the map u : Ω2 −→ RN is an immersion and
solution of the Eikonal equation:

|Du|2 = C2 > 0. (5.1.11)

The constant C may vary on different connected components of Ω2.

(ii) On Ω1 we have rk(Du) = 1 and the map u :Ω1 −→ RN is given by an essentially
scalar ∞-Harmonic function f :Ω1 −→ R:

u = a+ ξf, ∆∞f = 0, a ∈ RN , ξ ∈ SN−1. (5.1.12)

The vectors a, ξ may vary on different connected components of Ω1.

(iii) On S, |Du|2 is constant and also rk(Du) = 1. Moreover if S = ∂Ω1 ∩ ∂Ω2 (that
is if both the 1D and 2D phases coexist) then u : S −→ RN is given by an
essentially scalar solution of the Eikonal equation:

u = a+ ξf, |Df |2 = C2 > 0, a ∈ RN , ξ ∈ SN−1. (5.1.13)

The main result of this paper is to generalise these results to higher dimension
N ≥ n ≥ 2. The principle result in this paper in the following extension of theorem
5.1.1:

5.1.2 Theorem[ Phase separation of n-dimensional ∞ -Har-
monic mappings]

Let Ω ⊆ Rn be a bounded open set, and let u : Ω −→ RN , N ≥ n ≥ 2, be an
∞-Harmonic map in C2

(
Ω,RN

)
, that is a solution to the ∞-Laplace system (5.1.1).

Then, there exist disjoint open sets
(
Ωr

)n
r=1
⊆ Ω, and a closed nowhere dense set S

such that Ω = S
⋃( n⋃

i=1

Ωi

)
such that:

(i) On Ωn we have rk(Du) ≡ n and the map u : Ωn −→ RN is an immersion and
solution of the Eikonal equation:

|Du|2 = C2 > 0. (5.1.14)

The constant C may vary on different connected components of Ωn.

(ii) On Ωr we have rk(Du) ≡ r, where r is integer in {2, 3, 4, ..., (n − 1)}, and
|Du(γ(t))| is constant along trajectories of the parametric gradient flow of u(γ(t,
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x, ξ)) {
γ̇(t, x, ξ) = ξ>Du

(
γ(t, x, ξ)

)
, t ∈ (−ε, 0)

⋃
(0, ε),

γ(0, x, ξ) = x,
(5.1.15)

where ξ ∈ SN−1, and ξ /∈ N
(
Du
(
γ(t, x, ξ)

)>)
.

(iii) On Ω1 we have rk(Du) ≤ 1 and the map u :Ω1 −→ RN is given by an essentially
scalar ∞-Harmonic function f :Ω1 −→ R:

u = a+ ξf, ∆∞f = 0, a ∈ RN , ξ ∈ SN−1. (5.1.16)

The vectors a, ξ may vary on different connected components of Ω1.

(iv) On S, when S ⊇ ∂Ωp ∩ ∂Ωq = ∅ for all p and q such that 2 ≤ p < q ≤ n − 1,
then we have that |Du|2 is constant and also rk(Du) ≡ 1. Moreover on

∂Ω1 ∩ ∂Ωn ⊆ S,

(when both 1D and nD phases coexist), we have that u :S −→ RN is given by
an essentially scalar solution of the Eikonal equation:

u = a+ ξf, |Df |2 = C2 > 0, a ∈ RN , ξ ∈ SN−1. (5.1.17)

On the other hand, if there exist some r and q such that 2 ≤ r < q ≤ n − 1,
then on S ⊇ ∂Ωr ∩ ∂Ωq 6= ∅ (when both rD and qD phases coexist), we have
that rk(Du) ≡ r and we have same result as in (ii) above.

5.2 Preliminaries

For the convenience of the reader, in this section we recall without proof a theorem
of rigidity of rank-one maps, proved in [41], which will be used in the proof of the
main result of this paper in section 5.3. We also recall the proposition of Gradient
flows for tangentially ∞-Harmonic maps which introduced in [37] and its improved
modification lemma in [40].

5.2.1 Theorem [Rigidity of Rank-One maps, cf. [41]]

Suppose Ω ⊆ Rn is open and contractible and u :Ω −→ RN is in C2
(
Ω,RN

)
. Then

the following are equivalent:

51



(i) u is a Rank-One map, that is rk(Du) ≤ 1 on Ω or equivalently there ex-
ist maps ξ : Ω −→ RN and w : Ω −→ Rn with w ∈ C1(Ω,Rn) and ξ ∈
C1
(
Ω \ {w = 0},RN

)
such that Du = ξ ⊗ w.

(ii) There exist f ∈ C2(Ω,R), a partition
{
Bi

}
i∈N of Ω into Borel sets where each

Bi equals a connected open set with a boundary portion and Lipschitz curves{
V i
}
i∈N ⊆ W 1,∞

loc (Ω)N such that on each Bi u equals the composition of V i with
f :

u = V i ◦ f , onBi ⊆ Ω. (5.2.1)

Moreover, |V̇ i| ≡ 1 on f(Bi), V̇ i ≡ 0 on R \ f(Bi) and there exist V̈ i on f(Bi),
interpreted as 1-sided on ∂f(Bi), if any. Also,

Du = (V i ◦ f)⊗Df , onBi ⊆ Ω, (5.2.2)

and the image u(Ω) is an 1-rectifiable subset of RN :

u(Ω) =
∞⋃
i=1

V i(f(Bi)) ⊆ RN . (5.2.3)

5.2.2 Proposition [Gradient flows for tangentially ∞ - Har-
monic maps, cf. [37]]

Let u ∈ C2
(
Rn,RN

)
. Then, DuD

(
1
2
|Du|2

)>
= 0 on Ω b Rn if and only if the

flow map γ :R× Ξ −→ Ω with Ξ := {(x, ξ) | ξ>Du(x) 6= 0} ⊆ Ω× SN−1 of{
γ̇(t, x, ξ) = ξ>Du

(
γ(t, x, ξ)

)
,

γ(0, x, ξ) = x,
(5.2.4)

satisfies along trajectories{ ∣∣Du(γ(t, x, ξ)
)∣∣ =

∣∣Du(γ(x)
)∣∣, t ∈ R

t 7−→ ξ>u
(
γ(t, x, ξ)

)
is increasing.

(5.2.5)

The following lemma is improved modification of proposition 5.2.2

5.2.3 Lemma [cf. [40]]

52



Let u :Rn ⊇ Ω −→ RN be in u ∈ C2
(
Ω,RN

)
. Consider the gradient flow γ̇(t, x, ξ) =

(
|Du|2
|ξ>Du|2 ξ

>Du
)(
γ(t, x, ξ)

)
, t 6= 0

γ(0, x, ξ) = x,
(5.2.6)

for x ∈ Ω, ξ ∈ SN−1 \ [[Du]]⊥. Then, we have the differential identities

d

dt

(1

2
|Du
(
γ(t, x, ξ)

)
|2
)

=
( |Du|2
|ξ>Du|2

ξ>Du⊗Du : D2u
)(
γ(t, x, ξ)

)
, (5.2.7)

d

dt

(
ξ>Du

(
γ(t, x, ξ)

))
= |Du

(
γ(t, x, ξ)

)
|2, (5.2.8)

which imply Du⊗Du : D2u = 0 on Ω if and only if |Du
(
γ(t, x, ξ)

)
| is constant along

trajectories γ and t 7−→ ξ>u
(
γ(t, x, ξ)

)
is affine.

5.3 Proof of the main result

In this section we present the proof of the main result of this paper, theorem 5.1.2

5.3.1 Proof of Theorem 5.1.2

Let u ∈ C2
(
Ω,RN

)
be a solution to the ∞-Laplace system (5.1.1). Note that the

PDE system can be decoupled to the following systems

DuD
(1

2
|Du|2

)>
= 0, (5.3.1)

|Du|2[[Du]]⊥∆u = 0. (5.3.2)

Set Ω1 := int{rk(Du) ≤ 1}, Ωr := int{rk(Du) ≡ r} and Ωn := {rk(Du) ≡ n}.
Then:

On Ωn we have rk(Du) = dim(Ωn ⊆ Rn) = n. Since N ≥ n and hence the map
u :Ωn −→ RN is an immersion (because its derivative has constant rank equal to the
dimension of the domain, the arguments in the case of rk(Du) ≡ n follows the same
lines as in [41, theorem 1.1] but we provide them for the sake of completeness). This
means that Du is injective. Thus, Du(x) possesses a left inverse (Du(x))−1 for all
x ∈ Ωn. Therefore, the system (5.3.1) implies

(Du)−1DuD
(1

2
|Du|2

)>
= 0, (5.3.3)

53



and hence D
(

1
2
|Du|2

)
= 0 on Ωn, or equivalently

|Du|2 = C2, (5.3.4)

on each connected component of Ωn. Moreover, (5.3.4) holds on the common bound-
ary of Ωn with any other component of the partition.

On Ωr we have rk(Du) ≡ r, where r is an integer in {2, 3, 4, ..., (n − 1)}. Con-
sider the gradient flow (5.2.6). Giving that (5.3.1) holds, then by the proposition of
Gradient flows for tangentially∞-Harmonic maps [37] and its improved modification
lemma [40] which we recalled in the preliminaries, we must have that |Du

(
γ(t, x, ξ)

)
|

is constant along trajectories γ and t 7−→ ξ>u
(
γ(t, x, ξ)

)
is affine. Moreover, if there

exist some r and q such that 2 ≤ r < q ≤ n− 1, and ∂Ωr ∩ ∂Ωq 6= ∅. Then a similar
thing happen on ∂Ωr ∩ ∂Ωq ⊆ S (when both rD and qD phases coexist), because in
this case we also have that rk(Du) ≡ r and we have same result as above.

The proof of the remaining claims of the theorem is very similar to [41, theorem
1.1], which we give below for the sake of completeness:

On Ω1 := int{rk(Du) ≤ 1} we have rk(Du) ≤ 1. Hence there exist vector fields
ξ :Rn ⊇ Ω1 −→ RN and w :Rn ⊇ Ω1 −→ Rn such that Du = ξ ⊗ w. Suppose first
that Ω1 is contractible. Then, by the Rigidity Theorem 5.2.1, there exist a function
f ∈ C2(Ω1,R), a partition of Ω1 to Borel sets

{
Bi

}
i∈N and Lipschitz curves

{
V i
}
i∈N ⊆

W 1,∞
loc (Ω)N with |V̇ i| ≡ 1 on f(Bi), |V̇ i| ≡ 0 on R\f(Bi) twice differentiable on f(Bi),

such that u = V i ◦ f on each Bi ⊆ Ω and hence Du = (V i ◦ f) ⊗ Df . By (5.3.1) ,
we obtain((

V̇ i ◦ f
)
⊗Df

)
⊗
((
V̇ i ◦ f

)
⊗Df

)
:

:
[(
V̈ i ◦ f

)
⊗Df ⊗Df +

(
V̇ i ◦ f

)
⊗D2f

]
= 0,

(5.3.5)

on Bi ⊆ Ω1. Since |V̇ i| ≡ 1 on f(Bi), we have that V̈ i is normal to V̇ i and hence((
V̇ i ◦ f

)
⊗Df

)
⊗
((
V̇ i ◦ f

)
⊗Df

)
:
((
V̇ i ◦ f

)
⊗D2f

)
= 0, (5.3.6)

on Bi ⊆ Ω1. Hence, by using again that |V̇ i|2 ≡ 1 on f(Bi) we get(
Df ⊗Df : D2f

)(
V̇ i ◦ f

)
= 0, (5.3.7)

on Bi ⊆ Ω1. Thus, ∆∞f = 0 on Bi. By (5.3.2) and again since |V̇ i|2 ≡ 1 on f(Bi),

we have [[Du]]⊥ = [[V̇ i ◦ f ]]⊥ and hence

|Df |2[[V̇ i ◦ f ]]⊥Div
((
V̇ i ◦ f

)
⊗Df

)
= 0, (5.3.8)
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on Bi ⊆ Ω1. Hence,

|Df |2[[V̇ i ◦ f ]]⊥
((
V̈ i ◦ f

)
|Df |2 +

(
V̇ i ◦ f

)
∆f
)

= 0, (5.3.9)

on Bi, which by using once again |V̇ i|2 ≡ 1 gives

|Df |4
(
V̈ i ◦ f

)
= 0, (5.3.10)

on Bi. Since ∆∞f = 0 on Bi and Ω1 = ∪∞1 Bi, f is ∞-Harmonic on Ω1. Thus, by
Aronsson’s theorem in [9] , either |Df | > 0 or |Df | ≡ 0 on Ω1.

If the first alternative holds, then by (5.3.10) we have V̈ i ≡ 0 on f(Bi) for all i and
hence, V i is affine on f(Bi), that is V i = tξi + ai for some |ξi| = 1, ai ∈ RN . Thus,
since u = V i ◦ f and u ∈ C2

(
Ω1,RN

)
, all ξi and all ai coincide and consequently

u = ξf + a for ξ ∈ SN−1, a ∈ RN and f ∈ C2(Ω1,R).

If the second alternative holds, then f is constant on Ω1 and hence, by the rep-
resentation u = V i ◦ f , u is piecewise constant on each Bi. Since u ∈ C2

(
Ω1,RN

)
and Ω1 = ∪∞i Bi, necessarily u is constant on Ω1. But then |Du|Ω2| = |Df |S | = 0
and necessarily Ω2 = φ. Hence, |Du| ≡ 0 on Ω, that is u is affine on each of the
connected components of Ω.

If Ω1is not contractible, cover it with balls {Bm}m∈N and apply the previous ar-
gument. Hence, on each Bm, we have u = ξmfm + am, ξm ∈ SN−1, am ∈ RN and
fm ∈ C2(Bm,R) with ∆∞f

m = 0 on Bm and hence either |Dfm| > 0 or |Dfm| ≡ 0.
Since C2

(
Ω1,RN

)
, on the other overlaps of the balls the different expressions of u must

coincide and hence, we obtain u = ξf + a for ξ ∈ SN−1, a ∈ RN and f ∈ C2(Ω1,R)
where ξ and a may vary on different connected components of Ω1. The theorem
follows.
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Chapter 6

Conclusions and future work

6.1 Conclusions

We would like to conclude this thesis by mention that the work included in the
papers presented in the chapters of this thesis is an original work. This work consists
of new progress in the field of non-divergence systems of nonlinear PDEs. The new
results are varied to include: introduce new conditions, relaxe and advance existed
conditions. Some of them improve previous theorems to make them valid in higher
dimensions/vectorial cases. The thesis is a collection of four papers, the first two of
them are joint work with my supervisor Dr. N. Katzourakis. The third paper is a
joint paper with my supervisor Dr. N. Katzourakis and my colleague B. Ayanbayev.
While the fourth paper is a single authored work.

The main result of the first paper, which we presented in Chapter 2 of this thesis, is
that we introduce a new notion of ellipticity for the fully nonlinear first order elliptic
system

F (·,Du) = f, a.e. on Rn.

This new notion is strictly weaker than a previous one introduced in [43]. Our
new ellipticity notion allowing for more general nonlinearities F to be considered.
We refer to our new hypothesis of ellipticity as the “AK-Condition”, which states
that if we have an elliptic reference linear map A : RNn −→ RN , then we say that a
Carathéodory map F : Rn × RNn −→ RN is elliptic with respect to A when there
exists a positive function α with α, 1/α ∈ L∞(Rn) and β, γ > 0 with β + γ < 1 such
that ∣∣∣α(x)

[
F (x,X + Y )− F (x, Y )

]
− A : X

∣∣∣ ≤ β ν(A)|X| + γ |A : X|,

for all X, Y ∈ RNn and a.e. x ∈ Rn. Here ν(A) is the ellipticity constant of A.

The main outcome of the second paper, which we presented in Chapter 3 of this
thesis, is that we prove the existence of vectorial Absolute Minimisers with given
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boundary values to the supremal functional

E∞(u,Ω′) := ess sup
x∈Ω′

L (x, u(x),Du(x)) , u ∈ W 1,∞
loc (Ω,RN), Ω′ b Ω,

applied to maps u : Ω ⊆ R −→ RN , N ∈ N.

We studying the vectorial case N ≥ 2 but in one spatial dimension. The existence
of an absolutely minimising generalised solution was proved in [47] , together with
extra partial regularity and approximation properties. What makes our results dis-
tinguishable from the previous results in [47] is that we are obtaining existence under
the weakest possible assumptions. The main result of the paper is the theorem of“
Existence of vectorial Absolute Minimisers”, which states that if Ω ⊆ R is bounded
open interval and

L : Ω× RN × RN −→ [0,∞),

is a given continuous function with N ∈ N. We assume that:

1. For each (x, η) ∈ Ω × RN , the function P 7−→ L (x, η, P ) is level-convex, that
is for each t ≥ 0 the sub-level set{

P ∈ RN : L (x, η, P ) ≤ t
}

is a convex set in RN .

2. there exist non-negative constants C1, C2, C3, and 0 < q ≤ r < +∞ and a
positive locally bounded function h : R × RN −→ [0,+∞) such that for all
(x, η, P ) ∈ Ω× RN × RN

C1|P |q − C2 ≤ L (x, η, P ) ≤ h(x, η)|P |r + C3.

Then, for any affine map b : R −→ RN , there exist a vectorial Absolute Minimiser
u∞ ∈ W 1,∞

b (Ω,RN) of the supremal functional mentioned above.

In the third paper which we presented in Chapter 4 of this thesis, we introduce
and prove new theorems that study the PDE system of vanishing normal projection
of the Laplacian for C2 maps u : Rn ⊇ Ω −→ RN :

[[Du]]⊥∆u = 0 in Ω.

We are showing that the image of a solution u is piecewise affine if the rank of Du is
equal to one. The main result is theorem of rigidity and flatness of rank-one maps
with tangential Laplacian, which states that if Ω ⊆ Rn is an open set and n,N ≥ 1.
Let u ∈ C2(Ω,RN) be a solution to the nonlinear system [[Du]]⊥∆u = 0 in Ω, satisfying
that the rank of its gradient matrix is at most one:

rk(Du) ≤ 1 in Ω.

Then, its image u(Ω) is contained in a polygonal line in RN , consisting of an at most
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countable union of affine straight line segments (possibly with self-intersections).

As a consequence we obtain corresponding flatness results for p-Harmonic maps,
p ∈ [2,∞].

In the fourth paper which we presented in Chapter 5 of this thesis, we introduce
and prove a modified version of the theorem of the structure of 2D∞-Harmonic maps
introduced in [41]. It was one of the interesting results in [41] shows that the phase
separation is a general phenomena for smooth 2D ∞-Harmonic maps. We advanced
this theorem by introducing a new version of it studying the phase separation of n-
dimensional ∞-Harmonic mappings. The main result of this paper which generalise
the results of [41] to higher dimensions, is the theorem that we refer to it by “ Phase
separation of n-dimensional ∞-Harmonic mappings”, which states that if Ω ⊆ Rn is
a bounded open set, and let u : Ω −→ RN , N ≥ n ≥ 2, be an ∞-Harmonic map in
C2
(
Ω,RN

)
, that is a solution to the ∞-Laplace system

∆∞u :=
(

Du⊗Du+ |Du|2[[Du]]⊥ ⊗ I
)

: D2u = 0, on Ω.

Then, there exist disjoint open sets
(
Ωr

)n
r=1
⊆ Ω, and a closed nowhere dense set S

such that Ω = S
⋃( n⋃

i=1

Ωi

)
such that:

(i) On Ωn we have rk(Du) ≡ n and the map u : Ωn −→ RN is an immersion and
solution of the Eikonal equation:

|Du|2 = C2 > 0.

The constant C may vary on different connected components of Ωn.

(ii) On Ωr we have rk(Du) ≡ r, where r is integer in {2, 3, 4, ..., (n − 1)}, and
|Du(γ(t))| is constant along trajectories of the parametric gradient flow of u(γ(t,
x, ξ)) {

γ̇(t, x, ξ) = ξ>Du
(
γ(t, x, ξ)

)
, t ∈ (−ε, 0)

⋃
(0, ε),

γ(0, x, ξ) = x,

where ξ ∈ SN−1, and ξ /∈ N
(
Du
(
γ(t, x, ξ)

)>)
.

(iii) On Ω1 we have rk(Du) ≤ 1 and the map u :Ω1 −→ RN is given by an essentially
scalar ∞-Harmonic function f :Ω1 −→ R:

u = a+ ξf, ∆∞f = 0, a ∈ RN , ξ ∈ SN−1.

The vectors a, ξ may vary on different connected components of Ω1.

(iv) On S, when S ⊇ ∂Ωp ∩ ∂Ωq = ∅ for all p and q such that 2 ≤ p < q ≤ n − 1,
then we have that |Du|2 is constant and also rk(Du) ≡ 1. Moreover on

∂Ω1 ∩ ∂Ωn ⊆ S,
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(when both 1D and nD phases coexist), we have that u :S −→ RN is given by
an essentially scalar solution of the Eikonal equation:

u = a+ ξf, |Df |2 = C2 > 0, a ∈ RN , ξ ∈ SN−1.

On the other hand, if there exist some r and q such that 2 ≤ r < q ≤ n − 1,
then on S ⊇ ∂Ωr ∩ ∂Ωq 6= ∅ (when both rD and qD phases coexist), we have
that rk(Du) ≡ r and we have same result as in (ii) above.

6.2 Future work

We believe that the work in this field is interesting and there are still many open
problems one can work on, for example:

1. Since the theory of near operators allows us to obtain a generalisation of some
important results, one can work on the same problem of Chapter 2 considering
the new theory of generalised solutions (see [48]).

2. One can study the existence of vectorial Absolute Minimisers in higher dimen-
sions.

3. One can modify the result of Chapter 5, and prove that the images of the
solutions are curvature along some trajectories, which we couldn’t prove due to
the lack of time.
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Birkhäuser Boston, 1999.

[32] R. DiPerna. Compensated compactness and general systems of conservation laws.
Transactions of the American Mathematical Society, 292:383 – 420, 02 1985.

[33] L. C. Evans. Partial Differential Equations, volume 19.1. AMS, Graduate Studies
in Mathematics, second edition edition, 2010.

[34] G. B. Folland. Real Analysis: Modern Techniques and Their Applications. Wiley,
2nd edition edition, 1999.

[35] R. P. Gilbert and J. L. Buchanan (Eds.). First Order Elliptic Systems: A Func-
tion Theoretic Approach. Mathematics in Science and Engineering 163. Academic
Press, 1983.

[36] N. Katzourakis. Mollification of D-solutions to Fully Nonlinear PDE Systems.
ArXiv preprint, https: // arxiv. org/ pdf/ 1508. 05519. pdf .

[37] N. Katzourakis. L∞-Variational Problems for Maps and the Aronsson PDE
system. Journal of Differential Equations, 253(7):2123 – 2139, oct 2012.

[38] N. Katzourakis. Explicit 2D∞-Harmonic Maps whose Interfaces have Junctions
and Corners. Comptes Rendus Mathematique, 351(17):677 – 680, 2013.

[39] N. Katzourakis. Nonuniqueness in Vector-valued Calculus of Variations in L∞

and some Linear Elliptic Systems. Communications on Pure and Applied Anal-
ysis, 14(1):313–327, April 2013.

[40] N. Katzourakis. ∞-Minimal Submanifolds. Proceedings of the American Math-
ematical Society, 142(8):2797–2811, may 2014.

[41] N. Katzourakis. On the Structure of ∞-Harmonic Maps. Communications in
Partial Differential Equations, 39(11):2091–2124, 2014.

62



[42] N. Katzourakis. An Introduction to viscosity Solutions for Fully Nonlinear PDE
with Applications to Calculus of Variations in L∞. Springer International Pub-
lishing, 2015.

[43] N. Katzourakis. Existence and uniqueness of global solutions to fully nonlinear
first order elliptic systems. Nonlinear Analysis: Theory, Methods & Applications,
115:50–61, mar 2015.

[44] N. Katzourakis. Optimal ∞-Quasiconformal Immersions. ESAIM: Control, Op-
timisation and Calculus of Variations, 21(2):561–582, mar 2015.

[45] N. Katzourakis. Existence and uniqueness of global strong solutions to fully
nonlinear second order elliptic systems. Nonlinear Differential Equations and
Applications NoDEA, 23(3), may 2016.

[46] N. Katzourakis. A new characterisation of ∞-Harmonic and p-Harmonic
maps via affine variations in L∞. Electronic Journal of Dierential Equations,
2017(29):1–19, 01 2017.

[47] N. Katzourakis. Absolutely minimising generalised solutions to the equations
of vectorial Calculus of Variations in L∞. Calculus of Variations and Partial
Differential Equations, 56(1), jan 2017.

[48] N. Katzourakis. Generalised solutions for fully nonlinear PDE systems and
existence-uniqueness theorems. Journal of Differential Equations, 263(1):641–
686, jul 2017.

[49] N. Katzourakis. Solutions of vectorial Hamilton-Jacobi equations are rank-one
Absolute Minimisers in L∞. Advances in Nonlinear Analysis, June 2017.

[50] N. Katzourakis and J. Manfredi. Remarks on the Validity of the Maximum
Principle for the ∞-Laplacian. Le Matematiche, 71(1):63 – 74, 2016.

[51] N. Katzourakis and R. Moser. Existence, uniqueness and structure of second
order absolute minimisers. ArXiv preprint, http: // arxiv. org/ pdf/ 1701.

03348. pdf .

[52] N. Katzourakis and E. Parini. The eigenvalue problem for the ∞-Bilaplacian.
Nonlinear Differential Equations and Applications NoDEA, 24(6), nov 2017.

[53] N. Katzourakis and T. Pryer. On the Numerical Approximation of∞-Harmonic
Mappings. Nonlinear Differential Equations & Applications, 23(6):1–23, Novem-
ber 2016.

[54] N. Katzourakis and T. Pryer. 2nd order L∞ variational problems and the ∞-
Polylaplacian. Advances in Calculus of Variations, January 2018.

[55] N. Katzourakis and T. Pryer. On the numerical approximation of∞-Biharmonic
and p-Biharmonic functions. Numerical Methods for Partial Differential Equa-
tions. ISSN 1098-2426 (In Press), 2018.

63



[56] N. Katzourakis and E. Varvaruca. An Illustrative Introduction to Modern Anal-
ysis. Chapman and Hall/CRC, 2017.

[57] S. Müller. Variational models for microstructure and phase transitions, volume
1713 of in Calculus of Variations and Geometric Evolution Problems, Springer
Lecture Notes in Mathematics, 85 - 210. Springer Berlin Heidelberg, 1999.

[58] C. B. Morrey. Multiple Integrals in the Calculus of Variations. Springer Berlin
Heidelberg, 2008.

[59] R. Moser. An Lp regularity theory for harmonic maps. Transactions of the
American Mathematical Society, 367(1):1–30, 2015.

[60] G. Papamikos and T. Pryer. A symmetry analysis of the∞-Polylaplacian. ArXiv
preprint, https: // arxiv. org/ pdf/ 1708. 06688. pdf .

[61] A. Tarsia. Differential equations and implicit function: a generalization of the
near operators theorem. Topol. Methods Nonlinear Anal., 11(1):115–133, 1998.

[62] A. Tarsia. Recent Developments of the Campanato Theory of Near Operators.
Le Matematiche LV, Supplemento, (2):197 – 208, 2000.

[63] A. Tarsia. Near operators theory and fully nonlinear elliptic equations. Journal
of Global Optimization, 40:443 – 453, 03 2008.

64


